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INTRODUCTION

This documentation replaces the documentation of the early version of the MARKAL
model (Fishbone et al, 1983) and the many notes and partial documents which have been
written since then. It is divided in three parts, each related to a different type of modeling
paradigm.

Part I deals with the Standard MARKAL model, an intertemporal partial equilibrium
model based on competitive, far sighted energy markets.

Part II discusses MARKAL-MACRO, a General Equilibrium model obtained by merging
MARKAL with a set of macroeconomic equations.

Part I1I describes the SAGE model, a time-stepped version of MARKAL where a static
partial equilibrium is computed for each time period separately.

Each Part is further divided in two main chapters, the first describing the properties of the
model, its mathematical properties, and its economic rationale, and the second
constituting a reference guide containing a full description of the parameters, variables,
and equations of the model.

Note that section 2.11 in Part I deals with the GAMS environment and control sequences
for running the models. It appplies to all three parts of the documentation.

Although the three parts are presented as separate files with their own tables of contents,
the numbering of chapters, sections, and pages is continuous across all thtree parts.
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Part I is entirely devoted to documenting the Standard MARKAL model. It is organized
in three chapters. Chapter 1 contains descriptions of Standard MARKAL concepts and
theory. Chapter 2, a comprehensive reference manual, is intended for the technically
minded programmer or modeler looking for an in-depth understanding of the relationship
between the input data and the model mathematics, or contemplating augmenting the
capabilities of MARKAL. It includes a full description of the attributes, sets, variables,
and equations of the system, accompanied by text explaining their purpose and function.
Section 2.11 describes the control statements required to run a MARKAL model. A full
listing of the MARKAL source code (written in the Generalized Algebraic Modeling
System (GAMS) language) can be made available.

1. Standard MARKAL: Concepts and Theory

1.1 Model Summary

MARKAL (an acronym for MARKal ALlocation) is a mathematical model of the energy
system of one or several regions that provides a technology-rich basis for estimating
energy dynamics over a multi-period horizon. Reference case estimates of end-use energy
service demands (e.g., car, commercial truck, and heavy truck road travel; residential
lighting; steam heat requirements in the paper industry) are developed by the user on the
basis of economic and demographic projections, for each region in a multi-region
formulation of the model. In addition, the user provides estimates of the existing stock of
energy related equipment, and the characteristics of available future technologies, as well
as new sources of primary energy supply and their potentials.

MARKAL computes energy balances at all levels of an energy system: primary
resources, secondary fuels, final energy, and energy services. The model aims to supply
energy services at minimum global cost by simultaneously making equipment investment
and operating decisions and primary energy supply decisions, by region. For example, in
MARKAL, if there is an increase in residential lighting energy service (perhaps due to a
decline in the cost of residential lighting), either existing generation equipment must be
used more intensively or new equipment must be installed. The choice of generation
equipment (type and fuel) incorporates analysis of both the characteristics of alternative
generation technologies and the economics of primary energy supply. MARKAL is thus a
vertically integrated model of the entire energy system.

MARKAL computes an intertemporal partial equilibrium on energy markets, which
means that the quantities and prices of the various fuels and other commodities are in
equilibrium, i.e. their prices and quantities in each time period are such that at those
prices the suppliers produce exactly the quantities demanded by the consumers. Further,
this equilibrium has the property that the total surplus is maximized over the whole
horizon. Investments made at any given period are optimal over the horizon as a whole.



In Standard MARKAL several options are available to model specific characteristics of
an energy system such as the internalization of certain external costs, endogenous
technological learning, the fact that certain investments are by nature “lumpy”, and the
representation of uncertainty in some model parameters.

Organization of Chapterl

Section 1.2 provides a general overview of the representation in MARKAL of the energy
system of a typical region or country, focusing on the basic elements of such a Reference
Energy System (RES), namely technologies and commodities. Sections 1.3 and 1.4
present a streamlined representation of the optimization problem formulated by
MARKAL to compute the dynamic equilibrium, section 1.5 expands on the economic
rationale of the model, while sections 1.6 and 1.7 state in detail the elastic demand feature
and other economic and mathematical properties of the MARKAL equilibrium. Sections
1.8, 1.9, 1.10, and 1.11 respectively describe the additional options available in Standard
MARKAL: Damage Costs, Lumpy Investments, Endogenous Technological Learning
(ETL), and Stochastic Programming.

1.2 The basic structure of the MARKAL model generator

It is useful to distinguish between a model’s structure and a particular instance of its
implementation. A model’s structure exemplifies its fundamental approach for
representing and analyzing a problem—it does not change from one implementation to
the next. MARKAL models for different regions have identical structure, however,
because MARKAL is data' driven, each (regional) model will vary as data inputs vary.
For example, in a multi-region model one region may, as a matter of user data input, have
undiscovered domestic oil reserves. Accordingly, MARKAL generates technologies and
processes that account for the cost of discovery and field development. If, alternatively,
user supplied data indicate that a region does not have undiscovered oil reserves no such
technologies and processes would be included in the representation of that region’s
reference energy system (RES, see subsections 1.2.3 and 1.2.4).

The structure of MARKAL is ultimately defined by variables and equations determined
from the data input provided by the user. This information collectively defines each
MARKAL regional model database, and therefore the resulting mathematical
representation of the RES for each region. The database itself contains both qualitative
and quantitative data. The qualitative data includes, for example, lists of energy carriers,
the technologies that the modeler feels are applicable (to each region) over a specified
time horizon, as well as the environmental emissions that are to be tracked. Quantitative
data, in contrast, contains the technological and economic parameter assumptions
specific to each technology, region, and time period. When constructing multi-region
models it is often the case that a technology may be available for use in two distinct

! Data in this context refers to parameter assumptions, technology characteristics, projections of energy
service demands, etc. It does not refer to historical data series.
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regions; however, cost and performance assumptions may be quite different (i.e.,
consider a residential heat pump in Canada versus the same piece of equipment in the
United States). This section discusses both qualitative and quantitative assumptions in the
MARKAL modeling system.

1.2.1 Summary of the key elements of MARKAL

The MARKAL energy economy is made up of producers and consumers of energy
carriers.” MARKAL, like most computable economic equilibrium models, assumes
perfectly competitive markets for energy carriers—producers maximize profits and
consumers maximize their collective utility. The result is a supply-demand equilibrium
that maximizes the net total surplus (i.e. the sum of producers’ and consumers’ surpluses)
as will be fully discussed in section 1.5. MARKAL may, however, depart from perfectly
competitive market assumptions by the introduction of user-defined, explicit special
assumptions, such as limits to technological penetration, speed of introduction of new
technologies, agnet-specific discount rates, etc.

Operationally, a MARKAL run configures the energy system (of a set of regions) over a
certain time horizon in such a way as to minimize the net total cost (or equivalently
maximize the net total surplus) of the system, while satisfying a number of constraints.
MARKAL is generally run in a dynamic manner, which is to say that all investment
decisions are made in each period with full knowledge of future events.’ In addition to
time-periods (each usually 5 or 10 years long), MARKAL recognizes three seasons
(Winter, Summer, Intermediate), and two diurnal divisions (Day, Night). These time
divisions result in six time-slices. Time-slices are recognized only for technologies
producing electricity (seasonal and diurnal) or low-temperature heat (seasonal), both of
which may not be easily stored and thus require a finer time disaggregation than other
energy carriers. As a result, these two energy carriers are disaggregated into 6 or 3 time-
slices respectively during each time period. In addition, a peak requirement is imposed
for these two energy carriers, which forces enough additional capacity to be installed to
meet the peak demand.

1.2.2 Time horizon

The time horizon is divided into a user-chosen number of time-periods, with each model
period having the same user-defined number of years. In MARKAL, each of the years
belonging to a given period is considered identical. In other words, if each period has 5
years, any model input or output related to period ¢ applies to each of the 5 years in that
period. Similarly, the energy flows and emissions levels reported in the results represent

* An energy carrier, also denoted in this report as an energy source or energy form, is anything in the
energy system containing usable energy and utilized as such either to produce another energy carrier (e.g.
coal or gas used to produce electricity) or to produce usable heat or mechanical movement via certain
technologies (e.g. gasoline, electricity, wood). An energy service is a commodity representing a demand for
some useful service, such as transportation of persons, heating of dwellings, etc.

3 This is often referred to as perfect foresight. Note that the SAGE variant of the model assumes that
foresight is limited to the current period only (see Part III).
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annual flows in each of the 5 years embodied in a period. The important exception is that
the period’s investments are assumed to occur at the beginning of each period with the
resulting installed capacity available throughout that period.

The initial period is a past period, over which the model has no freedom, and for which
the quantities of interest are all fixed by the user at their historical values. This calibration
to an initial period is one of the important tasks required for setting up a MARKAL
model. The main variables to be calibrated are: the capacities and operating levels of all
technologies, as well as the extracted, exported and imported quantities for all energy
carriers. The associated emission levels are also validated. Note carefully that the initial
period’s calibration also influences the model’s decisions over several future periods,
since the profile of existing (residual) capacities is provided over the remaining life of the
technologies at and after the initial period. Since such technologies are already in place,
the model need not make any investment decision; only the operating and maintenance
decisions are to be made. In this respect, the model is free to cease using the existing
capacity of some technologies, if such a decision reduces total cost.

1.2.3 The RES concept

The MARKAL energy economy consists of:

= Demands, that represent the energy services (e.g., space heating, vehicle-
kilometers traveled, tonnes of steel production) that must be satisfied by the
system;

=  Energy sources (mining or imports), that represent methods of acquiring various
energy carriers;

= Sinks, that represent exports;

= Technologies (also called processes), that either transform an energy carrier to
another form or into a useful energy service; and

= Commodities consisting of energy carriers, energy services, materials, and
emissions that are either produced or consumed by the energy sources, sinks,
technologies and demands.

The structural boundaries of the RES consist of the energy services and the energy
sources, both of which are specified not as fixed assumptions, but as supply curves (for
energy sources) and demand curves (for energy services). Timewise, the boundaries are
the intial period (when the initially existing system is described), and the end of the
horizon (when the remaining capacities are valued).

It is helpful to summarize the relationships among these various entities using a network
diagram referred to as a Reference Energy System (RES). In the MARKAL RES a node
represents a source, sink, technology, or demand, and a link (arc) represents a commodity
(energy carrier, material, energy service). An emission is represented by an open ended
link pointing away from the emitting node.
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is a snapshot of a small portion of a hypothetical RES, at a given time period. It contains
a single energy service demand, residential space heating. In MARKAL, this demand is
specified via a demand curve linking the level of demand to its own price (see section
1.3). There are three end-use space heating technologies using the energy carriers gas,
electricity, and heating oil, respectively. These energy carriers in turn are produced by
other technologies, represented in the diagram by a gas plant, three electricity-generating
plants (gas fired, coal fired, oil fired), and an oil refinery. To complete the production
chain on the primary energy side, the diagram also represents an extraction source for
natural gas, an extraction source for coal, and two sources of crude oil (one extracted
domestically and one imported, each using a pipeline). in MARKAL. each source is
described as a supply curve, i.e. a series of quantities available at various prices. Note
that in the RES every time a commodity enters/leaves a process its name is changed (e.g.,
wet gas becomes dry gas, crude becomes pipeline crude). This simple rule enables the
inter-connectively between the processes to be properly maintained throughout the
network.

Gas Wet gas
Gas Furnace
Gas fired
Power Plant

- Home
Coal Coal Coal fired Baseboard Space
extraction Power Plant [Eleftricity  Heater heating

x

Oil fired
i Power Plant
Oil Crude S

Pipel . .
extraction lpeline Light Fuel Oil

Oil H fuel oil

Pipeline Crude > Refinery Sy TS » Oil Furnace —
Crude etc
Pipeline

Figure 1-1. Partial view of a simple Reference Energy System

To organize the RES, and inform the modeling system of the nature of its components,
the various technologies (nodes) and commodities (links) are classified into sets. Each
MARKAL set regroups components of a similar nature. The entities belonging to a set
are referred to as members, items or elements of that set. In this section, we briefly
review the main component sets, and we informally describe the properties and features

13



associated with each set. The complete description of all sets, and of the attributes of each
set member, is covered in chapter 2.

In some incarnations of MARKAL, technology and process naming conventions play a
critical role in allowing the easy identification of an element’s position in the RES and its
set membership(s). This is a very useful feature that allows the user to quickly explore the
structure of MARKAL. For instance, in the SAGE model® each energy carrier for use in
the transportation sector has a six-letter name starting with TRA and ending with the
energy form (thus gasoline for vehicles is called TRAGSL). Similarly technology names
have up to ten characters, the first three indicating the subsector, the next three the
fuel/technology combination (standard, medium and high efficiency heat pumps), and the
last three reserved to distinguish between vintages of technologies (the string ‘000’
indicates that the technology is an existing technology; ‘005’ refers to a technology first
available in 2005, etc.). For instance, the standard residential electric water heater
available for purchase in 2005 might be named RWHELCO005.

1.2.4 The MARKAL RES: Overview of MARKAL set definitions
1.2.4.1 SRCENCP: the set of sources and sinks

SRCENCP contains all source nodes: Mining, Imports, Exports, and physical
Renewables such as biomass (not wind, etc.). Each source node deals with a single
commodity such as mined natural gas. However, it is possible to distinguish between
several steps in the mining of the same resource (gas), each step having its own cost and
other parameters. For example, in the case of natural gas there may be several steps, for
production from located reserves, from enhanced recovery and from undiscovered
reserves. Each step has its own production cost and volume available at that cost. This
allows the modeling of supply curves. Each source has attributes that specify its
cumulative resource availability, cost of procurement (or revenue from export), and
bounds on its annual production activity in each period. Sources may also require the
consumption of other commodities in order to operate (just like a technology).

Note again that in MARKAL, imports into, and exports from, a region may be
exogenously specified by the user or endogenously determined. In the former case, a
commodity is purchased from (or sold to) an unspecified region, at an exogenously
specified price, whereas, in the latter case, trade is between specific regions and the unit
value (shadow price) of the traded energy carrier is calculated endogenously.

Renewables for which there are physical (e.g., biomass, municipal solid waste), as
opposed to “free” (the sun, wind) commodities are also modeled as source nodes in the
same manner as mining.

* The System for Analysis of Global Energy is a variant of MARKAL developed at the United States
Department of Energy’s Energy Information Administration. SAGE is described in Part III of this
documentation, and in a set of public documents available at
Hhttp://www.eia.doe.gov/bookshelf/docs.htmIH
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1.2.4.2 PRC: the set of Process technologies

The set PRC contains all technologies that transform energy forms into other energy
forms, except those technologies producing electricity or low temperature heat. Note that
demand devices, discussed below, mainly deliver energy services rather than produce an
energy form (although they can do both) and are thus not members of PRC. Each PRC
technology may also have material inputs and outputs as well as emissions. The set PRC
is usually quite large, having typically hundreds of elements. Apart from the inputs and
outputs, a PRC member has up to four types of cost attributes attached to it: investment
cost (per unit of new capacity), fixed annual maintenance (per unit of existing capacity),
variable operating cost (per unit of activity), and delivery costs (per unit of each
commodity required to operate the technology). Each PRC technology is further
characterized by its life duration, the period when it first becomes available, and its
discount rate (used to compute the annualized investment cost). Its operation may also be
altered by bounds expressed in absolute terms or as maximum growth rate per period.
Finally, each PRC technology may have emission coefficients attached to each of its
three variables: investment, capacity, and activity.

1.2.4.3 CON: the set of conversion technologies

The set CON contains technologies that produce either electricity or low temperature
heat. CON consists of three primary subsets: ELE, HPL, and CPD. ELE contains the
electricity conversion technologies, HPL the set of technologies producing low
temperature heat, and CPD the coupled production technologies (producing heat and
power in combination). The two energy carriers electricity and heat are special, since
they are not easily stored. They are associated with the dedicated sets ELC and LTH. The
members of these sets are tracked for each of the relevant time-slices (six for electricity,
three for heat), whereas all other commodities are tracked only via annual flows.

The ELE set is further composed of subsets, whose members may have somewhat
different roles in MARKAL. For instance, power plants designated as base load plants
(BAS) are constrained to operate at the same rate day and night in the same season. This
would be typical for a nuclear, hydro or large coal-fired power plant. Another subset
include all centralized plants (CEN) which incur transmission losses on the grid, whereas
those in the subset of decentralized plants (DCN) do not.

Each CON technology has the same attributes mentioned earlier for PRC technologies,
plus a few more describing the seasonal and diurnal availability of the capacity. For
example, solar technologies (without battery storage) are not available during the night.
And wind power may vary by season. In addition, each CON technology has a peaking
attribute defining its ability to produce during the peaking demand time-slice.

1.2.4.4 DMD: the set of end-use technologies

The set DMD contains all end-use technologies, i.e. those which produce an energy
service to satisfy a demand (Table 1-1 lists the energy services modeled in the SAGE
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model). By convention, and to facilitate understandability, the first three letters of a
technology’s name correspond to the main energy service demand being produced. For
instance, technology RK1KERO0O0O is an existing kerosene cooker. The first three letters
RK1 indicate that this device services cooking demand, the next three letters KER that it
uses kerosene, and the last three letters 000 that it is available at the start of the modeling
horizon.

Note that in the actual model, DMD technologies, also commonly referred to as demand
devices, do not have a distinct activity variable. It is implicitly assumed that a demand
device operates at a level proportional to its capacity’, and therefore output (activity) is
explicitly derived directly from the capacity variable.

1.2.4.5 DM: the set of demands for energy services

The set DM contains the energy services that must be satisfied. Each energy service is
expressed in MARKAL in units of useful energy. Table 1-1 contains the list of the 42
energy service demand categories in the current version of the SAGE model, grouped by
economic sector. Note that the first letter of each energy service designates the sector (C
for commercial, R for residential, A for agriculture, I for industry, and T for transport).

Each energy service has several attributes that describe (a) the amounts of service to be
satisfied at each time period, (b) the seasonal/time-of-day nature of these requirements
(or electricity and heat), and (c) the price-elasticity of the demand and the allowed
interval of demand variation.

Table 1-1. Example of energy services in MARKAL

Transportation segments (15) Codes
Autos TRT
Buses TRB
Light trucks TRL
Commerecial trucks TRC
Medium trucks TRM
Heavy trucks TRH
Two wheelers TRW
Three wheelers TRE
International aviation TAI
Domestic aviation TAD
Freight rail transportation TTF
Passengers rail transportation TTP
Internal navigation TWD
International navigation (bunkers) TWI
Non-energy uses in transport NEU
Residential segments (11) Codes
Space heating RH1, RH2, RH3, RH4

> When developing end-use technology cost estimates for MARKAL the modeler must explicitly make
assumptions regarding capacity. For example, the number of cars needed to provide a billion vehicle
kilometers per year depends on assumptions regarding kilometers traveled per year by an average car.
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Space cooling RC1,RC2, RC3, RC4
Hot water heating RWH

Lighting RLI1, RL2, RL3, RL4

Cooking RK1, RK2, RK3, RK4
Refrigerators and freezers RRF

Cloth washers RCW

Cloth dryers RCD

Dish washers RDW

Miscellaneous electric energy REA

Other energy uses ROT

Commercial segments (8) Codes

Space heating CH1, CH2, CH3, CH4
Space cooling CCl1, CC2, CC3.CC4
Hot water heating CHW

Lighting CLA

Cooking CCK

Refrigerators and freezers CRF

Electric equipments COE

Other energy uses COT

Agriculture segments (1) Codes

Agriculture AGR

Industrial segments (6) Codes

Iron and steel IS

Non ferrous metals INF

Chemicals ICH

Pulp and paper ILP

Non metal minerals INM

Other industries 101

Other segment (1) Codes

Other non specified energy consumption | ONO

Industrial energy services such as IIS (iron and steel) are made up of a ‘recipe’ of more
detailed services — steam, process heat, machine drive, electrolytic service, other, and
feedstock. For example ISIS, IPIS, and IMIS refer, respectively, to the steam, process
heat, and machine drive needed in the iron and steel industry.

Investment in iron and steel capacity only includes the energy cost [process heat, steam,
feedstock, etc] of a million metric tons of steel capacity. The unit of output and capacity
for iron and steel, non-ferrous metals and pulp and paper is million metric tons. The
output of other industries is measured in units of Petajoules of energy service at base year
technology efficiencies.

1.2.4.6 ENC: the set of energy carriers

Energy carriers are classified as fossil, nuclear, renewable, or synthetic, plus electricity
and heat. ENC is the primary subset of all energy carriers excluding electricity and heat.

In the SAGE data base, a deliberate choice is made to strongly identify the fuels to the
sector or subsector that produces or consumes it, thus allowing distribution costs, price
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markups, taxes, and carbon constraints to be sector and/or subsector specific. Thus a tax
may be levied on industrial distillate use but not on agricultural distillate use. As before,
this is accomplished by strict adherence to energy carrier naming conventions. In Table
1-2, we show as an example the subset of fuels used in the SAGE transportation sector.
Note that all fuel names for that sector start with the three letters TRA, thus clearly
identifying the sector. The same rule is applied to energy carriers in all sectors.

Note also that the renaming of fuels in each sector requires the creation of technologies
whose only role is to rename a fuel. For instance, technology TRAELCO000 transforms
one unit of electricity (ELC) into one unit of electricity dedicated to the transportation
sector (TRAELC). On the other hand, most technologies producing a transportation
sector fuel are bona fide technologies, as for instance technology TRAMET100 that
processes natural gas (GASMET) into methanol (TRAMET).

Table 1-2. List of fuel names in the transportation sector (example from SAGE)

Energy Carrier’s code Description
TRANGA Natural Gas
TRADST Diesel fuel
TRAGSL Gasoline
TRAHFO Heavy fuel oil
TRACOA Coal

TRALPG Light Petroleum Gas
TRAAVG Aviation Gasoline
TRAJTK Let Fuel
TRAMET Methanol
TRAETH Ethanol

TRAELC Electricity

Despite the fact that MARKAL does not attribute a specific variable to each energy
carrier, there are nevertheless certain attributes that are attached to the electricity and low
temperature heat energy carriers, describing the transmission/distribution costs and
efficiency of the “grid” to which these energy carriers are attached.

1.2.4.7 MAT: the set of materials

In MARKAL, materials are separated from energy carriers for two reasons: first, for
reporting purposes, so as not to mix commodities expressed in different units. Secondly,
we shall see in section 1.4 that the balance equation for a material is expressed as an
equality, whereas the balance equation for an energy carrier is expressed as an inequality.
This former choice was made for convenience, since materials are often used for specific
purposes which require an equality relationship between supply and consumption.

In addition to this difference, the set MAT of all materials is partitioned into two subsets,
for added flexibility:

- MWT is the set of materials expressed in weight units
- MVO is the set of materials expressed in volume units
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1.2.4.8 ENV: the set of environmental emissions

ENY is the set of environmental emissions. Contrary to energy carriers, a MARKAL
emission variable is created for each emission commodity. This allows the user to easily
model certain environmental policy instruments such as a cap or a tax on the emissions of
a particular substance. Caps may be applied at each period or cumulatively, for the entire
energy system or particular sector(s). There is also the possibility to transform an
emission into another emission (for instance methane may be converted into CO2-
equivalent) via a special environmental table.

Negative emission coefficients are perfectly acceptable in MARKAL, thus permitting
technologies to absorb an emitted substance (for instance, a geological CO2 sequestering
technology would have a negative CO2 emission coefficient).

Emission rates are usually associated with individual sources or technologies by tying
them to the activity, capacity or investment of the corresponding RES component. There
is also the possibility of associating emissions with energy carriers or materials.

1.2.4.9 System-Wide attributes

Several attributes are not attached to any particular technology or commodity, but are
defined for the entire RES. Examples are: general discount rate, period length, and the
fractions of the year covered by the six time-slices used for electricity (and heat)
production. Also in this category are a few switches that allow the user to activate or
deactivate the elastic demands, endogenous technology learning, stochastics, etc. Finally,
several parameters apply to entire electricity or heat grids, and will be discussed in
subsequent sections.

1.2.5 Some details on the MARKAL Electricity Sector
1.2.5.1 Load pattern -- Demand

For electricity, the year is divided into six time-divisions (time-slices), using two indices:
Z = Winter/Summer/Intermediate, and Y=Day/Night. The demand for electricity in each
season (Z) and time-of-day (Y) is calculated for all demand categories (DM). If a
particular demand is uniformly distributed over the year, the demand in each time
division (Z)(Y) is governed by the general breakdown of time divisions in SAGE as
given by the constants QHR(Z)(Y), representing the fractions of each year covered by
each division. Thus, we have:

ELCom (Z)(Y)=DEMANDpy X QHR(Z)(Y) ; if DMpy = UNIFDIST

Alternatively, a demand may have a non-uniform distribution throughout the year, as
specified by six user parameters FR(Z)(Y). In this case, we have:
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ELCom(Z)(Y)=DEMANDpMm X FRpm (Z)(Y) ; if DMpy # UNIFDIST

The relative load in each time division for such non-uniform demands equals:

FRom (Z)(Y)

LOADpym(Z)(Y) = DEMANDpym X QHR(Z)(Y)

The total electricity demand in each time-slice is then:

ELC(Z)(Y)= ) ELCom(Z)(Y)
DM

1.2.5.2 Load Management — Supply

A conversion plant can produce electricity in each time division up to a level governed by
the annual availability factor (AF):

ELCcon (Z)(Y)< CAPcon X CAPUNIT x AF x QHR(Z)(Y)

Where the CAPUNIT factor allows for capacity units to be converted into electricity
production units. In most MARKAL models, CAPUNIT = 31.536 converts GW capacity
into PJ production.

Instead of a fixed and constant availability throughout the year, seasonal and time-of-day
dependent values may be assumed by means of division-dependent AF(Z)(Y), for
instance to reflect resource availability for renewable power plants (hydro, solar, wind):

ELCcon (£)(Y) < CAPcon X CAPUNIT x AF(Z)(Y) x QHR(Z)(Y)

In this case, the production in each time division cannot exceed either of the levels given
in the two formulas above. The actual level of production for certain plants is then
established as part of the solution of the MARKAL model, subject to these constraints
and the demand load pattern.

For a variety of reasons the user may wish to limit the load following characteristics of
specific power plants, e.g. to avoid unrealistic operation patterns, such so-called
eXternally Load Managed plants (forming set XLM) can be introduced. Their production
in each time division is fixed by the user by means of annual (CF) or time-sliced
(CF(Z)(Y)) capacity factor parameters, but not both:

ELCxim (Z)(Y) = CAPxm X CAPUNIT x CF x QHR(Z)(Y)

or:
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ELCxum (Z)(Y) = CAPxiv X CAPUNIT x CF(Z)(Y) x QHR(Z)(Y)

As a side benefit, XLM plants do not generate six production variables for the six time
divisions in each period, as is the case for other plants, and are thus less demanding in
terms of the model dimensions. Thus, each plant that is put in set XLLM saves 6 variables
per period. Of course, care must be taken to leave sufficient freedom for the operation of
the entire set of power plants to respond to fluctuating demand levels.

1.2.5.3 Baseload Plants

Base load power plants (members of set BAS) are assumed to produce at the same rate
during day and night of each season (Z). In addition, their aggregate production during
the night cannot exceed a modeler-specified share (BASELOAD) of the total electricity
production during the night in each season (Z). Figure 1-2 below shows the part of the
load subject to base load generation as the bottom block of the “curve.” Examples of base
load plants are nuclear plants, and coal fired plants.

1.2.5.4 Peak requirements

A user specified share (PEAK) of the installed capacity of each plant is assumed to
contribute to the peaking requirements. The peak may be located in winter-day (WD) or
the summer-day (SD). The minimum installed capacity is calculated by adding a capacity
reserve to the total electricity demands in WD or SD. The reserve margin is chosen by the
user for each grid, as a percentage ERESERYV of the demand in W-D or S-D. Note that
ERESERV is typically much larger than prevailing rule-of-thumb values by the electric
utilities. Reason for this is that the reserve margin in MARKAL also encompasses the
difference between the levelized WD (or SD) demand and the actual peak occurring on
one moment in that same period when the demand is actually the highest. The
construction of the peak and associated minimum installed capacity requirement is shown
in Figure 1-2 below.

The contribution of demands to the electricity peak can be adjusted by specifying which
share of the total demand (ELF) coincides with the peak (default = 100%). Note also that
some individual demand devices can be operated as night storage devices (members of
set NST), with the result that some demand is shifted to the night hours. These NST
plants do thus not contribute to the peak.
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1.2.5.5 Transmission and Distribution — Losses and Costs

MARKAL distinguishes two kinds of power plants: centralized (CEN) and decentralized
(DCN). Costs and losses of electricity transport and distribution are modeled through the
following entries:

ETRANINYV, investment cost per unit of new transport line capacity

ETRANOM,

EDISTINV, investment cost per unit of new distribution capacity

EDISTOM, annual fixed O&M cost per unit of installed distribution capacity, and
TE, transmission efficiency.

Distribution costs introduced at this grid level apply to all electricity consumed. Sector
and/or application specific distribution costs are to be handled by assigning delivery costs
(DELIV) to individual processes or end-use devices.

CEN plants are charged with both transport and distribution costs, while DCN plants only
face distribution costs. Moreover, losses in the electricity grid occur at the transport level
only, so DCN plants are not associated with any grid losses. These properties should be
kept in mind when assigning power production plants to either of the two sets. As to the
use of the investment cost parameters, they are added to the investment costs of the
power plants themselves.
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Moreover, it can be questioned to what extent investments in grid expansion are governed
by investments in generating capacity, e.g. new plants can be hooked up to existing grids
if they replace older units on the same site at little or no extra cost. The location of new
capacity relative to the existing grid and to major consumption areas is typically the
decisive factor, but also the extent to which grid capacity in place is utilized to full
capacity.

Figure 1-3 depicts the electric grid network that can be constructed with MARKAL,
where link (LNK) technologies server as grid exchange connection points. Each grid can
be characterized by the various cost and efficiency parameters just discussed, and is
tracked with separate balance, peak and base load constraints. When multiple grids are
used, each power plant and consumer of electricity is associated with a specific grid.

Electricity Transmission &
Distribution Grids

ELC: high voltage

XLC: low voltage v DELIVXLC
ETRANINV XDISTINV B
XDISTOM .
TEELC TEXLC " * DELIVXLC
CEN: central station 4 DELIVXLC

LNK: grid exchange

DCN: decentralized

Figure 1-3. Electricity transmission and distribution grids

1.3 Economic rationale of the MARKAL model

This section provides a detailed economic interpretation of the MARKAL and other
partial equilibrium models. These models have one common feature — they
simultaneously configure the production and consumption of commodities (i.e. fuels,
materials, and energy services) and their prices. The price of producing a commodity
affects the demand for that commodity, while at the same time the demand affects the
commodity’s price. A market is said to have reached an equilibrium at price p* when no
consumer wishes to purchase any less and no producer wishes to produce any more of
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each commodity at that price. As will be explained further below, when all markets are in
equilibrium the total economic surplus is maximized.

The concept of total surplus maximization extends the cost minimization approach upon
which earlier bottom-up energy system models were based. These simpler models have
fixed energy service demands, and thus are content to minimize the cost of supplying
these demands. In contrast, the MARKAL demands for energy services are themselves
elastic to their own prices, thus allowing the model to compute a bona fide supply-
demand equilibrium.

Section 1.3.1 provides a brief review of different types of energy models. Section 1.3.2
discusses the economic rationale of the MARKAL model with emphasis on the features
that distinguish MARKAL from other partial equilibrium models (such as the earlier
incarnations of MARKAL, see Fishbone and Abilock, 1981, Berger et al., 1992).

1.3.1 A brief discussion of energy models

Many energy models are in current use around the world, each designed to emphasize a
particular facet of interest. Differences include economic rationale, level of
disaggregation of decision variables, time horizon over which decisions are made, and
geographic scope. One of the most significant differentiating features among energy
models is the degree of detail with which commodities and technologies are represented.

1.3.1.1 Top-Down Models

At one end of the spectrum are aggregated General Equilibrium (GE) models. In these,
each sector is represented by a production function designed to simulate the potential
substitutions between the main factors of production (also highly aggregated into a few
variables such as: energy, capital, and labor) in the production of each sector’s output. In
this model category are found a number of models of national or global energy systems.
These models are usually called “Top-Down”, because they represent an entire economy
via a relatively small number of aggregate variables and equations. In these models,
production function parameters are calculated for each sector such that inputs and outputs
reproduce a single base historical year.® In policy runs, the mix of inputs’ required to
produce one unit of a sector’s output is allowed to vary according to user-selected
elasticities of substitution. Sectoral production functions most typically have the
following general form:

X,=A4)(B, K’ +B, L, +B, E{)"” (1.3-1)

® These models assume that the relationships (as defined by the form of the production functions as well as
the calculated parameters) between sector level inputs and outputs are in equilibrium in the base year.

7 Most models use inputs such as labor, energy, and capital, but other input factors may conceivably be
added, such as arable land, water, or even technical know-how. Similarly, labor may be further subdivided
into several categories.
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where Xj is the output of sector S,
Ky, Ls, and Eg are the inputs of capital, labor and energy needed to
produce one unit of output in sector S
p is the elasticity of substitution parameter
Ay and the B’s are scaling coefficients.

The choice of p determines the ease or difficulty with which one production factor may
be substituted for another: the smaller p is (but still greater than or equal to 1), the easier
it is to substitute the factors to produce the same amount of output from sector S. Also
note that the degree of factor substitutability does not vary among the factors of
production — the ease with which capital can be substituted for labor is equal to the ease
with which capital can be substituted for energy, while maintaining the same level of
output. GE models may also use alternate forms of production function (1.3-1), but retain
the basic idea of substitutability of production factors.

1.3.1.2  Bottom-Up Models

At the other end of the spectrum are the very detailed, technology explicit models that
focus primarily on the energy sector of an economy. In these models each important
energy-using technology is identified by a detailed description of its inputs, outputs, unit
costs, and several other technical and economic characteristics. In these so-called
“Bottom-Up” models, a sector is constituted by a (usually large) number of logically
arranged technologies, linked together by their inputs and outputs (which may be energy
forms or carriers, materials, emissions and/or demand services). Some bottom-up models
compute a partial equilibrium via maximization of the total net [consumer and producer]
surplus; while others simulate other types of behavior by economic agents, as will be
discussed below. In bottom-up models, one unit of sectoral output (e.g., a billion vehicle
kilometers of heavy truck service or a Petajoule of residential cooling service) is
produced using a mix of individual technologies’ outputs. Thus the production function
of a sector is implicitly constructed, rather than explicitly specified as in more aggregated
models. Such implicit production functions may be quite complex, depending on the
complexity of the Reference Energy System (RES) of each sector.

1.3.1.3 Recent Modeling Advances

While the above dichotomy applied fairly well to earlier models, these distinctions now
tend to be somewhat blurred by recent advances in both categories of model. In the case
of aggregate top-down models, several general equilibrium models now include a fair
amount of fuel and technology disaggregation in the key energy producing sectors (for
instance: electricity production, oil and gas supply). This is the case with MERGE® and
SGMg, for instance. In the other direction, the more advanced bottom-up models are
‘reaching up’ to capture some of the effects of the entire economy on the energy system.
For instance, the MARKAL model has end-use demands (including demands for
industrial output) that are sensitive to their own prices, and thus capture the impact of

¥ Model for Evaluating Regional and Global Effects (Manne et al., 1995)
? Second Generation Model (Edmonds et al., 1991)
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rising energy prices on economic output and vice versa. Recent incarnations of
technology-rich models are multi-regional, and thus are able to consider the impacts of
energy-related decisions on trade. It is worth noting that while the multi-regional top-
down models have always represented trade, they have done so with a very limited set of
traded commodities — typically one or two, whereas there may be quite a number of
traded energy forms and materials in multi-regional bottom-up models. MARKAL-
MACRO (Part II of this documentation) is a hybrid model combining the technological
detail of MARKAL with a succinct representation of the macro-economy consisting of a
single producing sector. Because of its succinct single-sector production function,
MARKAL-MACRO is able to compute a general equilibrium in a single optimization
step. The NEMS'® model is another example of a full linkage between several technology
rich modules of the various sectors and a set of macro-economic equations, although the
linkage here is not as tight as in MARKAL-MACRO, and thus requires iterative
resolution methods.

In spite of these advances, there remain important differences. Specifically:

e Top-down models encompass macroeconomic variables beyond the energy sector
proper, such as wages, consumption, and interest rates; and

e Bottom-up models have a rich representation of the variety of technologies
(existing and/or future) available to meet energy needs, and, they often have the
capability to track a wide variety of traded commodities.

The Top-down vs. Bottom-up strategy is not the only relevant difference among energy
models. Among Top-down models, the so-called Computable General Equilibrium
models (CGE) differ markedly from the macro econometric models. The latter do not
compute equilibrium solutions, but rather simulate the flows of capital and other
monetary quantities between sectors. They use econometrically derived input-output
coefficients to compute the impacts of these flows on the main sectoral indicators,
including economic output (GDP) and other variables (labor, investments). The sectoral
variables are then aggregated into national indicators of consumption, interest rate, GDP,
labor, and wages.

Among technology explicit models, two main classes are usually distinguished: the first
class is that of the partial equilibrium models such as MARKAL, that use optimization
techniques to compute a least cost (or maximum surplus) path for the energy system. The
second class is that of simulation models, where the emphasis is on representing a system
not governed purely by profit or utility maximizing behavior. In these simulation models
(e.g. CIMS'"), investment decisions taken by a representative agent (firm or consumer)
are only partially based on profit maximization, and technologies may capture a share of
the market even though their life-cycle cost may be higher than that of other
technologies. Simulation models use market-sharing formulas that preclude the easy
computation of an equilibrium -- at least in a single pass. The SAGE (see PART III)

' National Energy Modeling System, a detailed integrated equilibrium model of an energy system linked to
the economy at large, US Dept of Energy, Energy Information Administration (2000)
' Canadian Integrated Modeling System, Jaccard et al, 2003.
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incarnation of the MARKAL model possesses a market sharing mechanism that allows it
to reproduce certain behavioral characteristics of observed markets. SAGE requires two
successive runs of the model to implement its market sharing formula.

The next subsection focuses on the Standard MARKAL model, perhaps the most typical
representative of the class of partial equilibrium, technology explicit models. These
models are also known as Optimization based equilibrium models, or Least Cost models,
since the equilibrium is obtained by maximizing the net total consumer and producer
surplus.

1.3.2 The MARKAL paradigm

Since certain portions of this and the next sections require an understanding of the
concepts and terminology of Linear Programming, the reader requiring a brush-up on this
topic may first read section 1.7.1, and then, if needed, some standard textbook on LP,
such as Hillier and Lieberman (1990) or Chvatal (1983). The application of Linear
Programming to microeconomic theory is covered in Gale (1960), and in Dorfman,
Samuelson, and Solow (1958, and subsequent editions).

A brief description of MARKAL would indicate that it is a:
o Technology explicit;
e  Multi-regional,
e Partial equilibrium model;
that assumes:
e Price elastic demands, and
o Competitive markets: with
e Perfect foresight (resulting in Marginal value Pricing)

We now proceed to flesh out each of these properties.
1.3.2.1 A technology explicit model

As already presented in section 1.2 (and described in much more detail in chapter 2),
each technology in MARKAL is described by a number of technical and economic
parameters. Thus, each technology is explicitly identified and distinguished from all
others in the model. A mature MARKAL model may include several thousand
technologies in all sectors of the energy system (energy procurement, conversion,
processing, transmission, and end-uses), perhaps for multiple regions. Thus, MARKAL is
not only technology explicit; it is technology rich as well. Furthermore, the number of
technologies and their relative topology may be changed at will purely via data input
specification, without the user ever having to modify the model’s equations.

1.3.2.2 Multi-regional feature
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Some existing MARKAL models include up to 15 regional modules, and the number of
regions is limited only by the difficulty of solving LP’s of very large size. The individual
regional modules are linked by energy trading variables, and by emission permit trading
variables if desired. The trade variables transform the set of regional modules into a
single multiregional, possibly global energy model, where actions taken in one region
may affect all other regions. This feature is of course essential when global as well as
regional energy and emission policies are being simulated.

1.3.2.3 Partial equilibrium properties

MARKAL computes a partial equilibrium on energy markets. This means that the model
computes both the flows of energy forms and materials as well as their prices, in such a
way that, at the prices computed by the model, the suppliers of energy produce exactly
the amounts that the consumers are willing to buy. This equilibrium feature is present at
every stage of the energy system: primary energy forms, secondary energy forms, and
energy services. Any supply-demand equilibrium model must have an economic rationale
that drives the computation of the equilibrium. The underlying principles central to the
MARKAL equilibrium are that:

e Outputs of a technology are linear functions of its inputs;

e Total economic surplus is maximized over the entire horizon, and

e Energy markets are competitive, with perfect foresight.

As a result of these assumptions the following properties hold:
e The market price of each commodity is exactly equal to its marginal value in the
overall system, and
e FEach economic agent maximizes its own profit (or utility).

We discuss each of these five features in the next subsections.
1.3.2.4 Linearity

A linear input-to-output relationship means that each represented technology may be
implemented at any capacity, from zero to some upper limit, without economies or
diseconomies of scale. In a real economy, a given technology is usually available in
discrete sizes, rather than on a continuum. In particular, for some real life technologies,
there may be a minimum size below which the technology cannot be implemented (or
else at a prohibitive cost), as for instance a nuclear power plant, or a hydroelectric
project. In such cases, because MARKAL assumes that all technologies may be
implemented in any size, it may happen that the model’s solution shows some
technology’s capacity at an unrealistically small size. However, in the MARKAL context,
such a situation is relatively infrequent and often innocuous, since the scope of
application is at the regional level, and thus large enough that small capacities are
unlikely to occur.

On the other hand, there may be situations where plant size matters, for instance when the
region being modeled is very small. In such cases, it is possible to enforce a rule by

28



which certain capacities are allowed only in multiples of a given size, by introducing
integer variables. This option is available in MARKAL and is discussed in section 1.9.
This approach should, however, be used sparingly because it greatly increases solution
time. Alternatively and more simply, a user may add user-defined constraints to force to
zero any capacities that are clearly too small.

It is the linearity property that allows the MARKAL equilibrium to be computed using
Linear Programming techniques. In the case where economies of scale or some other
non-convex relationship is important to the problem being investigated, the optimization
program would no longer be linear or even convex. We shall examine such cases in
sections 1.9 and 1.10.

The fact that MARKAL’s equations are linear, however, does not mean that production
functions behave in a linear fashion. Indeed, the MARKAL production functions are
usually highly non-linear (although convex), representing non-linear functions as a
stepped sequence of linear functions. As a simple example, a supply of some resource
may be represented as a sequence of segments, each with rising (but constant within its
interval) unit cost. The modeler defines the ‘width’ of each interval so that the resulting
supply curve may simulate any non-linear convex function.

1.3.2.5 Maximization of total surplus: Price equals Marginal value

The total surplus of an economy is the sum of the suppliers’ and the consumers’
surpluses. The term supplier designates any economic agent that produces (and sells) one
or more commodities (i.e., in MARKAL, an energy form, an emission permit, and/or an
energy service). A consumer is a buyer of one or more commodities. Some agents may be
both suppliers and consumers, but not for the same commodity. Therefore, for a given
commodity, the Reference Energy System defines a set of suppliers and a set of
consumers.

It is customary to represent the set of suppliers of a commodity by their inverse
production function, that plots the marginal production cost of the commodity (vertical
axis) as a function of the quantity supplied (horizontal axis). In MARKAL, as in other
linear optimization models, the supply curve of a commodity is not explicitly expressed
as a function of factor inputs (such as aggregate capital, labor and energy in typical
production functions used in the economic literature). However, it is a standard result of
Linear Programming theory that the inverse supply function is step-wise constant and
increasing in each factor (see Figure 1-4 for the case of a single commodity'?). Each
horizontal step of the inverse supply function indicates that the commodity is produced
by a certain technology or set of technologies in a strictly linear fashion. As the quantity
produced increases, one or more resources in the mix (either a technological potential or
some resource’s availability) is exhausted, and therefore the system must start using a
different (more expensive) technology or set of technologies in order to produce
additional units of the commodity, albeit at higher unit cost. Thus, each change in
production mix generates one step of the staircase production function with a value

2 This is so because in Linear Programming the shadow price of a constraint remains constant over a
certain interval, and then changes abruptly, giving rise to a stepwise constant functional shape.
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higher than the preceding step. The width of any particular step depends upon the
technological potential and/or resource availability associated with the set of technologies
represented by that step.
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Figure 1-4. Equilibrium in the case of an energy form:
the model implicitly constructs both the supply and the demand curves

In an exactly symmetric manner, the set of consumers of a commodity have their implicit
inverse demand function, which is a step-wise constant, decreasing function of the
quantity demanded. As shown in Figure 1-4 the supply-demand equilibrium is at the
intersection of the two functions, and corresponds to an equilibrium quantity Qg and an
equilibrium price Pg'. At price Pg, suppliers are willing to supply the quantity Qg and
consumers are willing to buy exactly that same quantity Qg Of course, the MARKAL
equilibrium concerns many commodities, and the equilibrium is a multi-dimensional
analog of the above, where Qg and P are now vectors rather than scalars.

The above description of the MARKAL equilibrium is valid for any energy form that is
entirely endogenous to MARKAL, i.e. an energy carrier or a material. In the case of an
energy service, MARKAL does not implicitly construct the demand function. Rather, the
user explicitly defines the demand function by specifying its own price elasticity. Each
energy service demand is assumed to have a constant own price elasticity function of the
form (see Figure 1-5):

D/Dy = (P/Py)* (3.3-1)

" As may be seen in figure 1.3, the equilibrium is not unique. In the case shown, any point on the vertical
segment contain the equilibrium is also an equilibrium, with the same Qg but a different Pg. In other cases,
the multiple equilibria will have the same price and different quantities.
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Where {Dy, Py} is a reference pair of demand and price values for that energy service
over the forecast horizon, and E is the (negative) own price elasticity of that energy
service demand, as chosen by the user (note that though not shown, this price elasticity
also has a time dimension). The pair {Dy, Py} is obtained by solving MARKAL for a
reference (base case) scenario. More precisely, Dyis the demand projection estimated by
the user in the reference case based upon explicitly defined relationships to economic and
demographic drivers, and Py is the shadow price of that energy service demand obtained
by running a reference case scenario of MARKAL.

Using Figure 1-4 as an example, the definition of the suppliers’ surplus corresponding to
a certain point S on the inverse supply curve is the difference between the total revenue
and the total cost of supplying a commodity, i.e. the gross profit. In Figure 1-4, the
surplus is thus the area between the horizontal segment SS’ and the inverse supply curve.
Similarly, the consumers’ surplus for a point C on the inverse demand curve, is defined
as the area between the segment CC’ and the inverse demand curve. This area is a
consumer’s analog to a producer’s profit, more precisely it is the cumulative opportunity
gain of all consumers who purchase the commodity at a price lower than the price they
would have been willing to pay. For a given quantity Q, the total surplus (suppliers’ plus
consumers’) is simply the area between the two inverse curves situated at the left of Q. It
should be clear from Figure 1-4 that the total surplus is maximized exactly when Q is
equal to the equilibrium quantity Qg. Therefore, we may state (in the single commodity
case) the following Equivalence Principle:

“The equilibrium is reached when the total surplus is maximized”

In the multi-dimensional case, the proof of the above statement is less obvious, and
requires a certain qualifying property (called the integrability property) to hold
(Samuelson, 1952, Takayama and Judge, 1972). A sufficient condition for the
integrability property to be satisfied is realized when the cross-price elasticities of any
two energy forms are equal (i.e. P;/0Q; =0P;/0Q; foralli,j).

In the case of commodities that are energy services, these conditions are satisfied in
MARKAL because we have assumed zero cross price elasticities. In the case of an
energy form, where the demand curve is implicitly derived, it is also possible to show
that the integrability property is always satisfied'* and thus the equivalence principle is
valid.

' This results from the fact that in MARKAL each price P;is the shadow price of a balance constraint (see
section 1.8), and may thus be (loosely) expressed as the derivative of the objective function F with respect

to the right-hand-side of a balance constraint, i.e. OF /0Q);. When that price is further differentiated with
respect to another quantity @y, one gets 0°F / 0Q, @ 6Q ; » which, under mild conditions is always equal
to azF/ﬁQj ® 00, , as desired.
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In summary, the equivalence principle guarantees that the MARKAL supply-demand
equilibrium maximizes total surplus. And the total surplus concept has long been a
mainstay of social welfare economics because it takes into account both the surpluses of
consumers and of producers.'
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Figure 1-5. Equilibrium in the case of an energy service:
the user, usually with a simple functional form, explicitly provides the demand curve.

In older versions of MARKAL, and in several other least cost bottom-up models, energy
service demands are completely exogenously specified by the modeler, and only the cost
of supplying these energy services is minimized. Such a case is illustrated in Figure 1-6
where the “inverse demand curve” is a vertical line. The objective of such models was
simply the minimization of the total cost of meeting exogenously specified levels of
energy service.

'3 See e.g. Samuelson, P., and W. Nordhaus (1977)
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Figure 1-6. Equilibrium when an energy service demand is fixed
1.3.2.6 Competitive energy markets with perfect foresight

Perfectly competitive energy markets are characterized by perfect information and an
atomization of the economic agents, which together preclude any of them from exercising
market power. That is, neither the level any individual producer supplies, nor the level
any individual consumer demands, affects the equilibrium market price (because there are
many other buyers and sellers to replace them). It is a standard result of microeconomic
theory that the assumption of competitive markets entails that the market price of a
commodity is equal to its marginal value in the economy. This is of course also verified
in the MARKAL economy, as discussed in the next subsection.

In Standard MARKAL, the perfect information assumption extends to the entire planning
horizon, so that each agent has perfect foresight, i.e. complete knowledge of the market’s
parameters, present and future. Hence, the equilibrium is computed by maximizing total
surplus in one pass for the entire set of periods. Such a farsighted equilibrium is also
called an inter-temporal, dynamic equilibrium.

Note that there are at least two ways in which the perfect foresight assumption may be
relaxed: In one variant, agents are assumed to have foresight over a limited portion of the
horizon, say one period. Such an assumption of limited foresight is embodied in the
SAGE variant of MARKAL, presented in Part III. In another variant, foresight is
assumed to be imperfect, meaning that agents may only assume probabilities for certain
key future events. This assumption is at the basis of the Stochastic Programming option
in Standard MARKAL, which will be discussed in section 1.11.
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1.3.2.7 Marginal value pricing

We have seen in the preceding subsections that the MARKAL equilibrium occurs at the
intersection of the inverse supply and demand curves, and thus that the equilibrium prices
are equal to the marginal system values of the various commodities. From a different
angle, the duality theory of Linear Programming (section 1.7.) indicates that for each
constraint of the MARKAL linear program there is a dual variable. This dual variable
(when an optimal solution is reached) is also called the shadow price'®, and is equal to
the marginal change of the objective function per unit increase of the constraint’s right-
hand-side. For instance (section 1.7.3), the shadow price of the balance constraint of a
commodity (whether it be an energy form, material, a service demand, or an emission)
represents the competitive market price of the commodity.

The fact that the price of a commodity is equal to its marginal value is an important
feature of competitive markets. Duality theory does not necessarily indicate that the
marginal value of a commodity is equal to the marginal cost of producing that
commodity. For instance, in the equilibrium shown in Figure 1-7, the equilibrium price
does not correspond to any marginal supply cost, since it is situated at a discontinuity of
the inverse supply curve. In this case, the price is determined by demand rather than by
supply, and the term marginal cost pricing (so often used in the context of optimizing
models) is incorrect. The term marginal value pricing is a more generally appropriate
term to use.

It is important to note that marginal value pricing does not imply that suppliers have zero
profit. Profit is exactly equal to the suppliers’ surplus, and Figure 1-4 through Figure 1-7
show that it is generally positive. Only the last few units produced may have zero profit,
if, and when, their production cost equals the equilibrium price, and even in this case zero
profit is not automatic as exemplified in Figure 1-6.

In MARKAL, the shadow prices of commodities play a very important diagnostic role. If
some shadow price is clearly out of line (i.e. if it seems much too small or too large
compared to the anticipated market prices), this indicates that the model’s RES may
contain some errors. The examination of shadow prices is just as important as the
analysis of the quantities produced and consumed of each commodity and of the
technological investments.

'® The term Shadow Price is often used in the mathematical economics literature, whenever the price is
derived from the marginal value of a commodity. The qualifier ‘shadow’ is used to distinguish the
competitive market price from the price observed in the real world, which may be different, as is the case in
regulated industries or in sectors where either consumers or producers exercise market power. When the
equilibrium is computed using LP optimization, as is the case for MARKAL, the shadow price of each
commodity is computed as the dual variable of that commodity’s balance constraint, as will be further
developed in section 3.4.
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Figure 1-7. Case where the equilibrium price is not equal to any marginal supply cost
1.3.2.8 Profit maximization: the Invisible Hand

An interesting property may be derived from the assumptions of competitiveness. While
the initial objective of the MARKAL model is to maximize the overall surplus, it is also
true that each economic agent in MARKAL maximizes its own ‘profit’. This property is
akin to the famous ‘invisible hand’ property of competitive markets, and may be
established rigorously by the following theorem that we state in an informal manner:

Theorem: Let (P* Q%) be the pair of equilibrium vectors. If we now replace the original
MARKAL linear program by one where the commodity prices are fixed at value P*, and
we let each agent maximize its own profit, there exists a vector of optimal quantities
produced or purchased by the agents that is equal to Q*".

This property is very important because it provides an alternative justification for the
class of equilibria based on the maximization of total surplus. It is now possible to shift
the model’s rationale from a global, societal one (surplus maximization) to a local,
decentralized one (individual utility maximization). Of course, the equivalence suggested
by the theorem is valid only insofar as the marginal value pricing mechanism is strictly
enforced—that is, neither individual producers’ or individual consumers’ behavior affect
market prices—both groups are price takers. Clearly, many markets are not competitive
in the sense the term has been used here. For example, the behavior of a few, state-owned
oil producers has a dramatic affect on world oil prices, that then depart from their

" However, the resulting Linear Program has multiple optimal solutions. Therefore, although Q* is an
optimal solution, it is not necessarily the one found when the modified LP is solved.
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marginal system value. Market power'® may also exist in cases where a few consumers
dominate a market. The entire annual crop of a given region’s supply of coffee beans
may, for example, be purchased by a handful of purchasers who may then greatly
influence prices.

1.4 A simplified description of the MARKAL Optimization
Program

This and the next two sections describe the mathematical implementation of the
economic concepts described in section 1.3. The computation of the MARKAL partial
equilibrium is equivalent to the optimization of a suitably constructed mathematical
program. A mathematical optimization program is defined as the minimization (or
maximization) of an objective function, subject to constraints. If all the mathematical
expressions representing the objective function and the constraints are linear, the problem
becomes a Linear Program (LP), which may be solved via powerful standard Linear
Programming optimizers.

In this section, we describe conceptually the MARKAL objective and constraints. In the
next section, we provide a streamlined mathematical formulation of the MARKAL Linear
Program. Section 1.5.3 gives additional details on Linear Programming concepts, and
section 1.6 focuses on the computation of the equilibrium.

1.4.1 MARKAL objective function: total system cost

The MARKAL objective is to minimize the total cost of the system, adequately
discounted over the planning horizon. Each year, the total cost includes the following
elements:
»  Annualized investments in technologies (see below),
= Fixed and variable annual Operation and Maintenance (O&M) costs of
technologies;
= Cost of exogenous energy and material imports and domestic resource production
(e.g., mining);
= Revenue from exogenous energy and material exports;
= Fuel and material delivery costs;
= Welfare loss resulting from reduced end-use demands. Section 1.6 presents the
mathematical derivation of this quantity.
= Taxes and subsidies associated with energy sources, technologies, and emissions.

In each period, the investment costs are first annualized, as detailed in the next section,
before being added to the other costs (which are all annual costs) to obtain the annual cost
in each period. MARKAL then computes a total net present value of all annual costs,

'8 An agent has market power if its decisions have an impact on the market price. Monopolies and
Oligolpolies are example of markets where one or several agents have market power.
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discounted to a user selected reference year, as explained in the next section. This
quantity is the one that is minimized by the model to compute the equilibrium.

Important remark: the maximization of total surplus

The minimization of total cost described above is fully equivalent to the maximization of
the total surplus defined as the sum of producers’ and consumers’ surpluses. This
equivalence was discussed in detail in section 1.3, and will be further elaborated in
section 1.6.

1.4.2 Constraints

While minimizing total discounted cost, the MARKAL model must obey a large number
of constraints (the so-called equations of the model) which express the physical and
logical relationships that must be satisfied in order to properly depict the associated
energy system. MARKAL constraints are of several kinds. We list and briefly discuss the
main groups of constraints. A full description is postponed until chapter 2. If any
constraint is not satisfied the model is said to be infeasible, a condition caused by a data
error or an over-specification of some requirement.

1.4.2.1 Satisfaction of Energy Service Demands:

Reference (or base) energy service demand projections are developed by the modeler for
the entire forecast horizon based on exogenous regional economic and demographic
projections (drivers), assumptions regarding each service demand’s sensitivity to changes
in the assumed driver, and calibration factors to account for planned or assumed
structural changes in the energy system. In the reference case, the model must satisfy
these demands in each time period, by using the existing capacity and/or by
implementing new capacity for end-use technologies (set DMD). These demands are set
only for the reference case, but are endogenously determined in alternate scenarios where
the prices of energy services vary from the reference case prices (section 1.6). For
example, a scenario causing the price of oil to rise would increase the cost of auto travel
relative to the reference case and, ceteris paribus auto service demand would decline
relative to the reference case. An increase in the price of oil relative to the reference case
would also affect investment decisions. Over time, as the stock of equipment turns over,
more efficient autos may be chosen, tending to lower the cost of auto travel service,
thereby increasing auto service demand."’

1.4.2.2  Capacity Transfer (conservation of investments):
Investing in a particular technology increases its installed capacity for the duration of the

physical life of the technology. At the end of that life, the total capacity for this
technology is decreased by the same amount (unless some other investment is decided by

1 The model can also be run with some or all demands assumed inelastic.
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the model at that time). When computing the available capacity in some time period, the
model takes into account the capacity resulting from all investments up to that period,
some of which may have been made prior to the initial period but are still in operating
condition (embodied by the residual capacity of the technology), and others that have
been decided by the model at, or after, the initial period, but prior to the period in
question.

1.4.2.3  Use of capacity:

In each time period, the model may use some or all of the installed capacity in that period
according to the Availability Factor (AF) of that technology. Note that the model may
decide to use /ess than the available capacity during certain time-slices, or even
throughout one or more whole periods. This will of course occur only if such a decision
contributes to minimizing the overall cost. Optionally, there is a provision for the
modeler to force specific technologies to use their capacity to their full potential.

1.4.2.4 Balance for Commodities (except electricity and low temperature heat):

In each time period, the production plus import (from other regions) of an energy carrier
must be at least as much as the amount consumed and exported (to other regions). In the
case of materials, the constraint ensures that the quantity produced and imported be
exactly equal to that consumed and exported.

1.4.2.5 Electricity & Heat Balance:

These two types of commodity are defined in each appropriate time-slice and therefore
the balance constraint must be satisfied at each time-slice. Therefore, in each time period,
(each region,) each season and time-of-day, electricity produced plus electricity imported
(from other regions) must be at least as much as electricity consumed, plus electricity
exported (to other regions), plus grid losses. A similar balance exists for low temperature
heat, although only tracked by season.

1.4.2.6 Peaking Reserve Constraint (electricity and heat sectors only):

This constraint requires that in each time period (and for each region) total available
capacity of electricity generating technologies (set ELE) exceeds the average load of the
peaking time-slice by a certain percentage. This percentage is the Peak Reserve Factor
(ERESERYV) and is chosen to insure against possible electricity shortfalls due to
uncertainties regarding electricity supply that may decrease capacity in an unpredictable
way (e.g. water availability in a reservoir, or unplanned equipment down time). For
instance, in a typical cold country, the peaking time-slice will be Winter-Day and the
total electric plant generating (EPG) capacity must exceed the Winter-Day demand load
by (say) 35%. In a warm country, the peaking time-slice may be Summer-Day.
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1.4.2.7 Base Load (electricity generation only):

The user may identify which technologies should be considered as base load technologies
by MARKAL,; i.e. those whose operation must not fluctuate from day to night in a given
season. The user may also specify the maximum fraction of night production that may be
supplied from all base load technologies. Typically, nuclear plants and solid fuel plants
are included in the Base load set, since they require considerable delays to be shut down
or restarted.

1.4.2.8 Seasonal availability factors (electricity and heat sectors only):

The user may specify seasonal and even day-night limitations on the use of the installed
capacity of some electricity or heat generation technologies. This is especially needed
when the operation of the equipment depends on the availability of a resource that cannot
be stored, such as Wind and Sun, or that can be only partially stored, such as water in a
reservoir.

1.4.2.9 Emission constraint(s).

The user may impose upper limits on emissions of one or more pollutants (in a region).
The limits may be set for each time period separately, so as to simulate a particular
emission profile (also called emission target), or in a cumulative fashion. By suitably
naming emissions, the user may also separately constrain emissions from specific sectors.
Furthermore, the user may also impose global emission constraints that apply to several
regions taken together.

1.5 A simplified Mathematical Formulation of the MARKAL
Linear Program

The description of the objective function and constraints of the previous section may be
translated into a formal set of mathematical expressions. In this section, we present a
streamlined formulation of the equations™, which ignores exceptions and some
complexities that are not essential to a basic understanding of the principles of the model.
The formal mathematical description is contained in chapter 2. The notation used in
chapter 2 differs from the simplified one used here.

An optimization problem formulation consists of three types of entities:

= decision variables: i.e. the unknowns, to be determined by the optimization,

= objective function: expressing the criterion to minimize or maximize, and

= constraints: equations or inequations involving the decision variables, that must
be satisfied by the optimal solution.

20 This rather improper term includes equality as well as inequality relationships between mathematical
expressions.

39



The model variables and equations use the following indexes:

commodity (energy or material);
price level (used only for multiple sources of the same commodity distinguished
only by their unit cost)

r,r’:  indicates the region (omitted when a single region is modeled);
t: time period;

k: technology;

s: time-slice;

c:

l:

1.5.1 Decision Variables

The decision variables represent the choices made by the model. The various kinds of
decision variables in a MARKAL model are elaborated here.

INV(r,t,k): new capacity addition for technology &, in period ¢, in region r. Typical units
are PJ/year for most energy technologies, Million tonnes per year (for steel, aluminum,
and paper industries), Billion vehicle-kilometers per year (B-vkms/year) for road vehicles
and GW for electricity equipment (1GW=31.536 PJ/year). Note that an investment made
in period ¢ is assumed to occur at the beginning of that period, and remains available until
the end of its lifetime. Note that the life of a technology may be a fractional multiple of
the period length.

CAP(r,t,k): installed capacity of technology ., in period ¢, in region r. Typical units:
same as for investments.

ACT(r,t,k,s): activity level of technology &, in period ¢, in region r, during time-slice s.
Typical units: PJ per year for all energy technologies. ACT variables are not defined for
end-use technologies, for which it is assumed that activity is always equal to available
capacity. With the exception of the conversion technologies, only annual activity is
tracked (and the s index dropped).

MINING(r,t,c,l): quantity of commodity ¢ (PJ per year) extracted in region r at price
level [ in period ¢; the coefficient in the objective function is the unit cost of extracting the
commodity, as provided by the user. These are domestic production resources, including
physical renewables (such as biomass and municipal solid waste).

IMPORT(rt,c,l), EXPORT(r,t,c,l): quantity of commodity c, price level , (PJ per year)
exogenously imported or exported by region r in period ¢. It is important to note that the
model does not automatically balance the quantities exported and imported. In a global
model, these quantities must be controlled by the user, if need be. These variables are
convenient whenever endogenous trade is not being contemplated. For example, a single
region MARKAL model, or one comprising the 3 regions of North America, would have
to treat the imports and exports of oil to North America as exogenous; the coefficient of
the import or export variable in the objective function is the unit price of importing or
exporting the commodity, provided by the user. Note carefully that these variables may
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become unnecessary in a global model where all commodities are endogenously traded
and priced (see TRADE variables below).

TRADE(r,t,c,s,imp) and TRADE(r,t,c,s,exp):) quantity of commodity ¢ (PJ per year)
sold (exp) or purchased (imp) by region r to/from all other regions in period ¢, for time-
slice s (for electricity). This variable represents endogenous trade between regions. Trade
of any given commodity is balanced by the model in each period, i.e. the algebraic sum
of trade variables (possibly multiplied by a loss factor) over all trading regions is equal to
0. Note also that endogenous trade is classified either as global or as bi-lateral. In the
first case, a commodity that exists under the same name in some or all regions, is ‘put on
the market” and may be bought by any other region. This case is convenient for global
commodities such as emission permits or crude oil. In the other case (bi-lateral trade), a
pair of regions is first identified, and trade must be balanced between these two regions.
In both cases, MARKAL allows the modeler to charge transaction costs (or transportation
costs) to quantities exported and imported.

D(r,t,d): demand for end-use d in region r, in period # In non-reference runs, D(r,t,d)
may differ from the reference case demand for d, due to the responsiveness of demands to
their own prices (based on each service demand’s own-price elasticity).

ENV(r,t,p): Emission of pollutant p in period # in region .

Remark: Note that most commodities are not represented by formal variables in
MARKAL (except imported or exported commodities, emissions, and demands, that have
their own variables). Instead, the quantity of each commodity produced or consumed is
represented in MARKAL as an expression involving the activities of technologies that
produce or consume that commodity. This modeling design choice was made in order to
keep the model as parsimonious as possible in the number of variables.

1.5.2 Objective function

As explained in the previous section, the objective function is the sum over all regions of
the discounted present value of the stream of annual costs incurred in each year of the
horizon. Therefore:

R t=NPER
NPV = Z (1+d)N"RS*0-1) ¢ ANNCOST(r,t) o (1 +(+d) +A+d) P+ (14 d)l‘NYRS)
r=1 t=1
where:
NPV is the net present value of the total cost for all regions (the MARKAL objective
function)

ANNCOST(r,¢t) is the annual cost in region r for period ¢, discussed below
d is the general discount rate

NPER is the number of periods in the planning horizon

NYRS is the number of years in each period ¢

R is the number or regions
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Note: the last factor in the expression is the intra period discount factor

The total annual cost ANNCOST(r,t) is the sum over all technologies &, all demand
segments d, all pollutants p, and all input fuels f, of the various costs incurred, namely:
annualized investments, annual operating costs (including fixed and variable technology
costs, fuel delivery costs, costs of extracting and importing energy carriers), minus

revenue from exported energy carriers, plus taxes on emissions, plus cost of demand
losses.

Mathematically, ANNCOST(r,¢) is expressed as follows:

ANNCOST(r,t) = Z4 {Annualized_lnvcost(r,t,k) *INV(r,t,k)
+Fixom(r,t,k) *CAP(r,t,k)
+ Varom(r,t,k) *%s ACT(1,t,k,s)
+ 2. [Delivcost(r,t,k,c) *Input(r,t,k,c)* X, ACT(r,t,k,s)] }
+ X { Miningcost(r,t,c,l) *Mining(r,t,c,t)
+ Tradecost(r,t,c)* TRADE(r,t,c,s,i/e)
+ Importprice(r,t,c,l) *Import(r,t,c,l)
- Exportprice(r,t,c,l) *Export(r,t,c,l) }
+ 2. {Tax (rt,p) * ENV(rtp)}
+ 24 {DemandLoss(r,t,d); (1.4-1)

where:
Annualized Invcost(r,t,k) *' is the annual equivalent of the lump sum unit
investment cost, obtained by replacing this lump sum by a stream of equal annual
payments over the life of the equipment, in such a way that the present value of
the stream is exactly equal to the lump sum unit investment cost, for technology &,

*! The annualized unit investment cost is obtained from the lumpsum unit investment cost via the
following formula:
LIFE
ANNUALIZED _INVCOST = INVCOST/ ) (1+h)”
j=1
where:
INVCOST is the lumpsum unit investment cost of a technology
ANNUALIZED INVCOST is the annualized equivalent of INVCOST
LIFE is the physical life of the technology
h is the discount rate used for that technology, also called hurdle rate. If the technology specific discount
rate is not defined, the general discount rate d is used instead.

The hurdle rate h may be technology, sector and/or region specific, so as to reflect the financial
characteristics the analyst deems appropriate for each investment decision. For instance, if the initial capital
cost of a car is $20,000, and if its technical life is 10 years, the annualized value of the capital cost
assuming an 8% discount rate must be such that a stream of 10 such annualized payments adds up, after
discounting, to exactly $20,000. The equivalent annualized value is $3,255, as computed using the
expression above.
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in period . Note carefully that by stopping the summation over # at the end of the
horizon, the objective function automatically accounts for the salvage value of all
assets stranded at the end of the horizon.

Fixom(k,t,r), Varom(r,t,k), are unit costs of fixed and operational maintenance of
technology k, in region r and period £;

Delivcost(r,t,k,c) is the delivery cost per unit of commodity ¢ to technology k&, in
region r and period ¢

Input(r,t,k,c) is the amount of commodity ¢ required to operate one unit of
technology k, in region r and period £;

Miningcost(r,t,c,l) is the cost of mining commodity c at price level /, in region r
and period £;

Tradecost(r,t,c) is the unit transport or transaction cost for commodity ¢ exported
or imported by region r in period #

Importprice(r,t,c,l) is the (exogenous) import price of commodity ¢, in region r
and period ¢; this price is used only for exogenous trade, see below;
Exportprice(r,t,c,l) is the (exogenous) export price of commodity ¢, in region r
and period ¢; this price is used only for exogenous trade, see below;

Tax(r,t,p) is the tax on emission p, in region r and period #; and
DemandLoss(r,t,d) represents the welfare loss (in non reference scenarios)
incurred by consumers when a service demand d, in region r and period 7, is less
than its value in the reference case. This quantity will be derived in subsection
1.6.2.2.

Note that the TRADE(r,t,c,s, imp) and TRADE(r,t,c,s,exp) variables have no objective
function coefficients, other than possibly some transport or transaction charges, since the
revenue from export by the exporting region is exactly cancelled by the cost of import by
the importing region. This is because the quantity as well as the unit cost of an
endogenously traded commodity are both determined by the model.

1.5.3 Constraints (equations)

In what follows, we use bold italics for variable names and italics for parameters and
indexes.

1.5.3.1 EQ DEM(r,td) - Satisfaction of Demands

For each time period ¢, region r, demand d, the total activity of end-use technologies
servicing that demand must be at least equal to the specified demand. Hence:

Sum {over all end-use technologies k, such that k supplies service d} (1.4-2)
of CAP(rt,k) > D(rt,d)

For example, car travel expressed in billion vehicle kilometers per year may be satistied
by a combination of several types of cars (gasoline, diesel, etc.).
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1.5.3.2 EQ CPT(rtk) - Capacity transfer

For each technology £, region r, period ¢, the available capacity in period ¢ is equal to the
sum of investments made by the model at past and current periods, and whose physical
life has not ended yet, plus capacity in place prior to the modeling horizon and still in
place.

CAP(r,t,k) = Sum {over t and all periods t’ preceding t and such that
t-t'<LIFE(k)} of INV(r,t’,k) + RESID(r,t,k) (1.4-3)

where RESID(7,t,k) is the capacity of technology & due to investments
that were made prior to the initial model period and still exist in region r
at time ¢.

Example: Gasoline cars in period t have a total capacity limited by the investments in
periods t-1 and t, if the assumed life duration of a car is equal to 2 periods (10 years). If
the assumed life is 3 periods, then the capacity in period t is limited by the investments in
t-2, t-1 and t. Furthermore, if the life were 12 years instead of 10, then 40% of the
capacity would be available in third period after which the investment was made.

1.5.3.3 EQ UTL(rtk,s) - Use of capacity

For each technology £, period ¢, region r, and time-slice s, the activity of the technology
may not exceed its available capacity, as specified by a user defined availability factor

ACT (r,t,k,s) <AF(r,t,k,s)* CAPUNIT* CAP(r,t,k) (1.4-4)

Example: a coal fired power plant’s activity in any time-slice is bounded above by 80%
of its capacity, i.e. ACT (rt,k,s) < 0.8%31.536 * CAP(r,t,k), where 31.536 is the unit
conversion between units of capacity (Gw) and activity (PJ/year).

Note that this constraint is not written for end-use technologies, because an activity
variable is not defined for them. Activity for end-use technologies is always assumed to
be directly proportional to their installed capacities. For non-conversion technologies
only annual availability is tracked, so the s index is dropped.

1.5.3.4 EQ BAL(rtc,s) - Energy Balance

For each commodity ¢, time period ¢, region r, (and time-slice s in the case of electricity
and low-temperature heat), this constraint requires that the disposition of each commodity
may not exceed its supply. The disposition includes consumption in the region plus
exports; the supply includes production in the region plus imports.

Sum {over all k} of: Output(r,t,k,c)*ACT(r,t,k,s) + (1.4-5)

Sum {over all 1} of: MINING (r,t,c,l) +
Sum {over all I} of: FR(s)*IMP(r,t,c,))* +
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XCVT(c,i)* TRADE(r,t,c,s,i)
= or =

XCVT(c,0) *TRADE(r,t,c,s,e) +
Sum {over all 1} of: FR(s) *EXP(r,t,c,l) +
Sum {over all k} of: Input(r,t,k,c) *ACT(r,t,k,c,s)

where:

Input(r,t,k,c) is the amount of commodity ¢ required to operate one unit
of technology £, in region r and period ¢;

Output(r,t,k,c) is the amount of commodity ¢ produced per unit of
technology &, and

FR(s) is the fraction of the year covered by time-slice s (equal to 1 for
non-seasonal commodities).

XCVT(c,i) and XCVT{(c,0) are transaction or transport costs of importing
or exporting one unit of commodity c¢. The constraint is > for energy
forms and = for materials.

Example: Gasoline consumed by vehicles plus gasoline exported to other regions must
not exceed gasoline produced from refineries plus gasoline imported from other regions.

1.5.3.5 EQ EPK/HPK(rt.c,s) - Electricity and heat Peak Reserve Constraint

For each time period ¢ and for region r, there must be enough installed capacity to exceed
the required capacity in the season with largest electricity (heat) commodity ¢ demanded
by a safety factor £ called the peak reserve factor.

Sum {over all k} of CAPUNIT * Peak(r,t,k,c) * FR(s) *CAP(r,t,k) +
XCVT(c,i) * TRADE(r,t,c,s,i) + FR(s) * IMPORT(r,t,c)

> (1.4-6)
[I+ERESERVE(r,t,c)] * [ Sum {over all k} of Input(r,t,k,c) *
FR(s) * ACT(r,t,k,s) +XCVT(c,0) * TRADE(r,t,c,s,e) + FR(s) *
EXPORT(rtc) ]

where:

ERESERVE(r,t,c) is the region-specific reserve coefficient, which allows

for unexpected down time of equipment, for demand at peak, and for
uncertain hydroelectric, solar, or wind availability.

Peak(r,t,k,c) (never larger than 1) specifies the fraction of technology &’s
capacity in a region  for a period ¢ and commodity ¢ (electricity or heat only)
that is allowed to contribute to the peak load. Many types of generating
equipment are predictably available during peak load and thus have a peak
coefficient equal to unity, whereas others such as wind turbines or solar plants
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are attributed a peak coefficient less than 1 since they are on average only
fractionally available at peak.

Note that in the peak equation (1.4-6), it is assumed that imports of electricity
are contributing to the peak of the importing region (exports are of the firm

power type).

Example: A wind turbine typically has a peak coefficient of .25 or .3, whereas a
hydroelectric plant, a gas plant, or a nuclear plant typically has a peak coefficient equal
to 1.

1.5.3.6 EQ ENV(rtp) - Emission constraint or tax (optional)

In each region 7, for each time period ¢, this constraint ensures that the total emission of
pollutant p will not be greater than a user-selected upper bound, if such is provided. In
MARKAL, pollutants may be emitted when a technology is active, but also when it is
inactive (for example a hydro reservoir may emit methane even if no electricity is being
produced). Emissions may also occur at the time of construction of the technology, in
some instances. In each of these three cases, the emission coefficient is applied to the
activity variable, to the capacity variable, or to the investment variable, respectively. This
flexibility allows the accurate representation of various kinds of emissions. Technologies
may also sequester or otherwise remove emissions as well via the use of a negative
emission coefficient.

ENV(r,t,p) = Sum [over all technologies k of { Eminv(r,t,p,k)*

INV(r,t,k)
+ Emcap(r,t,k,p)*CAP(1,t,k)
+ Emact(r,t,,k,p)* Sum {over s of ACT(r,t.k,s) }]
and
ENV(r,t,p) < ENV_Limit(r,t,p) (1.4-7)
where:

Eminv, Emcap, Emact are emission coefficients for pollutant p (possibly
negative) linked respectively to the construction, the capacity, and the
operation of a technology, and

ENV_LIMIT(rtp) is the upper limit set by the user on the total emission
of pollutant p in region r at period .

Instead of an emission limit, the user may specify an emission tax Etax(r,t,p). If so, the
quantity ENV(r,t,p) * E tax(r,t,p) is added to the ANNCOST expression, penalizing
emissions at a constant rate.

Note that emission caps may be set globally for all regions, or for a group of regions, or

by sector, etc. It is also possible to set a cumulative emission cap (for a group of time
periods).
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1.5.3.7 EQ BAS(rt.c) - Electricity Baseload constraint

For electricity ¢, in region » and period ¢, electricity generating technologies that are
labeled as Baseload must produce the same amount of electricity at night as in the day.
They may, however, vary their production from season to season. Therefore, for Base
load technologies there are only three ACT variables (one per season) instead of 6 for
other electric generation technologies. The baseload constraint then ensures that only a
maximum percentage of the total night-time demand for electricity is met by such plants.

Sum { over all technologies k consuming electricity c at night of:
input(r,t,k,c)* Baseload(r,t,c)*ACT(r,t,.k,’N’) }

2 (1.4-8)
Sum { over all baseload technologies k producing electricity ¢
at night of: Output(r,t,k,c)*ACT(r,t,k,’N”) }

where:
Baseload(r,t,c) is the maximum share of the night demand for electricity ¢ in
region » and period ¢.

1.5.3.8 EQ UDC(rtu) - User-defined constraints

In addition to the standard MARKAL constraints discussed above, the user interested in
developing reference case projections of energy market behavior typically introduces
many additional linear constraints to express special conditions.

User defined constraints may serve many functions in MARKAL. Their general purpose
is to constrain the optimization problem in some way to account for factors based either
on policy or on market behavior that affect investment decisions. For example, there may
a user defined constraint limiting investment in new nuclear capacity (regardless of the
type of reactor), or dictating that a certain percentage of new electricity generation
capacity must be powered by renewable energy sources.

In order to facilitate the creation of a new user constraint, MARKAL provides a template
for indicating a) the set of variables involved in the constraint, and b) the user-defined
coefficients needed in the constraint.

1.5.4 Representation of oil refining in MARKAL

Two alternative approaches are available in MARKAL to represent oil refining. Under
the simplified approach that is adopted in the majority of MARKAL models, the refinery
is treated as a set of one or more standard MARKAL technologies. But a more
sophisticated approach is available where the modeler wishes to specify bona fide quality
requirement constraints for each refined product, such as: Octane Rating, Sulfur Content,
Flash Index, Density, Cetane Number, Viscosity, Reid Vapor Pressure, etc. This
approach is embodied in the special oil refining module of MARKAL — whose main
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features are outlined in this section — and requires additional parameters, variables, and
constraints.

1.5.4.1 New sets and parameters

First, in order to properly apply the specific constraints to this sector, the model requires
that several sets and other parameters that are unique to this sector be defined, as follows:

- Constant REFUNIT: specifies in what units the refinery streams are defined
(volume, weight, or energy)

- Set REF: contains the list of refining processes (a subset of PRC)

- Set OPR: contains the intermediate energy carriers (refinery streams) that are
produced by the members of REF, plus the available crude oils. OPR is a subset
of EFS U SYN. Each stream will enter the production of one or more RPP. The
members of OPR are expressed in units specified by REFUNIT (volume, weight,
or energy).

- Table CONVERT: contains the density and energy content (by weight or by
volume) of each blending stream. These parameters are used as coefficients of the
blending equations to convert them to correct units (se below).

- Set SPE: contains the names of the specifications that must be imposed on refined
petroleum products (RPP’s), such as octane rating, sulfur content, etc.

- Blending tables BLEND(ENC) and BL(ENC)(SPE): each BLEND or BL table
is attached to one quality specification, and describes the minimum or maximum
quality requirement of one final product ENC, as well as the quality content of
each stream entering the production of this product.

- Sets BLENDENC and BLENCSPE: contains the list of all blending tables. Set
BLENDENC is for tables with coefficients that are time-invariant, and set
BLENCSPE is for tables with time-dependent coefficients (not needed unless the
quality requirements vary with time).

1.5.4.2 New variables

Once these constants, sets and tables are defined by the user, the model automatically
creates blending variables as follows:

BLND ey 0pr : 1s the amount of blending stock OPR entering the production of the refined
product enc at time period .

1.5.4.3 New blending constraints

These variables and input parameters are finally used to express the following two types
of blending constraints:

Blending by volume (e.g. octane rating)
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> (oct,, -BLND,,, ) <oct, - > BLND

opreOPR opreOPR

t.enc,opr

where
- octy, 1s the octane content by volume of one unit of stream opr (itself expressed
in units REFUNIT. If REFUNIT is not equal to ‘volume’, some conversion
coefficients (specified in table CONVERT) must be applied to the variables of
the equation.
- 0Clgy. 1s the minimum required volume octane rating of the refined product enc
- BLND variables are expressed in volume units.

Blending by weight (e.g. sulfur content)

> (sulf,, -BLND,,, ) <sulf, - > BLND,

opreOPR opreOPR

t,enc,opr

where
- sulf,p, 1s the sulfur content by weight of one unit of stream opr (itself expressed in
units REFUNIT. If REFUNIT is not equal to ‘weight’, then conversion
coefficients (specified in table CONVERT) must be applied to the variables of
the equation.
- sulfey. 1s the maximum allowed weight sulfur content of the refined product enc
- BLND variables are expressed in weight units.

1.6 Elastic demands and the computation of the supply-demand
equilibrium

In the preceding section, we have seen that MARKAL does more than minimize the cost of
supplying energy services. Instead, it computes a supply-demand equilibrium where both
the supply options and the energy service demands are computed by the model. The
equilibrium is driven by the user-defined specification of demand functions, which
determine how each energy service demand varies as a function of the market price of that
energy service. The MARKAL code assumes that each demand has constant own-price
elasticity in a given time period, and that cross price elasticities are zero>>. Economic theory
establishes that the equilibrium thus computed corresponds to the maximization of the net
total surplus, defined as the sum of the suppliers and of the consumers’ surpluses
(Samuelson, 1952, Takayama and Judge, 1972). The total net surplus has been often
considered a valid metric of societal welfare in microeconomic literature, and this fact
confers strong validity to the equilibrium computed by MARKAL.

The MARKAL model is normally run in two contrasted modes: first to simulate some
reference case, and then to simulate alternate scenarios, each of which departs in some way
from the reference case assumptions and parameters. For instance, an alternate scenario may

22 The MARKAL-MICRO variant allows non zero cross elasticities.
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make different assumptions on the availability or the cost of some new technologies. Or, it
may assume that certain energy or environmental policies are being implemented (e.g.
emission taxes, or portfolio standards, or efficiency improvements). Or again, a scenario
may assume that a certain goal must be reached (such as a cap on emissions), leaving the
model free to achieve that goal at least cost. In almost any such alternate scenario, some
strain is put on some sectors, resulting in increases in the marginal values of at least some
energy services (for example, severe emission reductions may increase the price of auto
transportation). In MARKAL, demands self-adjust in reaction to changes (relative to the
reference case) of their own price, and therefore the model goes beyond the optimization of
the energy sector only. Although MARKAL falls short of computing a general equilibrium,
it does capture a major element™ of the feedback effects not previously accounted for in
bottom-up energy models.

In this section, we explain how Linear Programming computes the equilibrium. Additional
technical details may be found in Tosato (1980) and in Loulou and Lavigne (1995). One of
the first large scale application of these methods was realized in the Project Independence
Energy System (PIES, Hogan, 1975), although in the context of demands for final energy
rather than for energy services as in MARKAL. It should also be mentioned that the
MARKAL-MACRO variant of the model was developed to compute a General Equilibrium,
by the adjunction of several macro-economic equations (see PART II)

1.6.1 Theoretical considerations: the Equivalence Theorem

The computational method is based on the equivalence theorem presented in section 1.6.5,
which we restate here:

"A supply/demand economic equilibrium is reached when the sum of the producers and the
consumers surpluses is maximized"

Figure 1-5 provides a graphical illustration of this theorem in a case where only one
commodity is considered.

1.6.2 Mathematics of the MARKAL equilibrium
1.6.2.1 Defining demand functions

For each demand category, define a demand curve, i.e. a function determining demand as a
function of price. In MARKAL, a constant elasticity relationship is used, represented as:

2 It has been argued, based on strong circumstantial evidence, that the change in demands for energy
services is indeed the main feedback economic effect of energy system policies (Loulou and Kanudia,
2002)
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DM,(p)=K,ep" (1.6-1)

where DM; is the " demand, pi s its price, taken to be the marginal cost of procuring the i
commodity, and E; is the own price elasticity of that demand. Note that although the region
and time indexes 7, ¢ have been omitted in this notation, all quantities in Equation (1.6-1),
including the elasticities are region (if appropriate) and time dependent. Constant K; may be
obtained if one point (p”;, DM”;) of the curve is known (the reference case). Thus Equation
(1.6-1) may be rewritten as:

DM,/ DM, = (p,/ p})" (1.6-2)

Or its inverse:
Pi :P? (DM, /DMiO)l/Ei

where the superscript ‘0’ indicates the reference case, and the elasticity E; is negative.
1.6.2.2 Formulating the MARKAL equilibrium

With inelastic demands, the MARKAL model may be written as the following Linear
Program

Min c¢-X (1.6-3)

st. Y .CAP (t) = DM (1) i=12,..1;, t=1,.,T (1.6—4)
k

and B-X2>b (1.6-5)

where X is the vector of all variables and 7 is the number of demand categories. In words:

e (1.6-3) expresses the total discounted cost to be minimized.

e (1.6-4) is the set of demand satisfaction constraints (where the CAP variables are the
capacities of end-use technologies, and the DM right-hand-sides are the exogenous
demands to satisty).

e (1.6-5)is the set of all other constraints.

With elastic demands, the role of MARKAL is to compute a supply/demand equilibrium
among equations (1.6-3) through (1.6-5) where both the supply side and the demand side
adjust to changes in prices, and the prices charged by the supply side are the marginal costs
of the demand categories, (i.e. p; is the marginal cost of producing demand DM,.) A priori,
this seems to be a difficult task, because the prices used on the demand side are computed as
part of the solution to equations (1.6-3), (1.6-4), and (1.6-5). The Equivalence Theorem,
however, states that such an equilibrium is reached as the solution of the following
mathematical program, where the objective is to maximize the net total surplus:
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DM (1)

Max Y )" pl(tye[DM (1) e Iql/Ei-dq —c- X (1.6-6)
i t a
st Y CAP (1) - DM ;(1)20 i=L.,I; t=1,.T  (1.6-7)
k
and B-X2=b (1.6-18)

Where X is the vector of all MARKAL variables with associated cost vector ¢, (1.6-6)
expresses the total net surplus, and DM is now a vector of variables in (1.6-7), rather than
fixed demands.

The integral in (1.6-6) is easily computed, yielding the following maximization program:

Max ZZ(p?(t)-[DM?(t)]—”Ei.DM,.(t)“”Ef /(1+1/E,.))—c-X (1.6—6)'
i t
st. Y CAP;(t) > DM,(t) i=1,.,1; t=1.,T (1.6-7)
k
B-X>b (1.6—8)

1.6.2.3 Linearization of the Mathematical Program

The Mathematical Program embodied in (1.6-6)’, (1.6-7)’ and (1.6-8)’ has a non-linear
objective function. Because the latter is separable (i.e. does not include cross terms) and
concave in the DM; variables, each of its terms is easily linearized by piece-wise linear
functions which approximate the integrals in (1.6-6). This is the same as saying that the
inverse demand curves are approximated by stair-case functions, as illustrated in Figure 1-8.
By so doing, the resulting optimization problem becomes linear again. The linearization
proceeds as follows.

a)  For each demand category i, the user selects a range within which it is
estimated that the demand value DM;(z) will always remain, even after
adjustment for price effects (for instance the range could be equal to the
reference demand DM’;(¢) plus or minus 50%). The smallest range value is
denoted DM (1) win-

b) Select a grid that divides each range into a number n of equal width intervals.
Let Bi(t) be the resulting common width of the grid, B;(t)= Ri(t)/n. See Figure
1-8 for a sketch of the non-linear expression and of its step-wise constant
approximation. The number of steps, n, should be chosen so that the step-wise
constant approximation remains close to the exact value of the function.

c)  Foreach demand segment DM;(?) define n step-variables (one per grid
interval), denoted s; (?), 52, (?), ..., S»i(t). Each s variable is bounded below by 0
and above by f(;(2). One may now replace in equations (1.6-6) and (1.6-7) each
DM;(?) variable by the sum of the n-step variables, and each non-linear term in
the objective function by a weighted sum of the n step-variables, as follows:
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DM (t) = DM(1) ;. + > s,,(0) 1.6-9
j=1
and

DM ()5 = DM (1) /5 + D" A, (D) e s, ,(6)/ B (1) 1.6-10
j=1

The resulting Mathematical Program is now fully linearized.

Remark: instead of maximizing the linearized objective function, MARKAL minimizes its
negative, which then has the dimension of a cost. The portion of that cost representing the

negative of the consumer surplus is akin to a welfare loss, a term already used in subsection
1.4.2

A

F(X) =x (1/Ei)

)]

Figure 1-8. Step-wise approximation of the non-linear terms in the objective function

1.6.2.4 Calibration of the demand functions

Besides selecting elasticities for the various demand categories, the user must evaluate each
constant K;(?). To do so, we have seen that one needs to know one point on each demand
function in each time period, { p’i(2), DM’ () }. To determine such a point, we perform a
single preliminary run of the inelastic MARKAL model (with exogenous DM’i(1)), and use
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the resulting shadow prices p’i(?) for all demand constraints, in all time periods for each
region.

1.6.2.5 Computational considerations

Each demand segment that is elastic to its own price requires the definition of as many
variables as there are steps in the discrete representation of the demand curve, for each
period and region. Each such variable has an upper bound, but is otherwise involved in no
new constraint. Therefore, the linear program is augmented by a number of variables, but
does not have more constraints than the initial inelastic LP (with the exception of the upper
bounds). It is well known that with the modern LP codes, the number of variables has little
or no impact on computational time in Linear Programming, whether the variables are upper
bounded or not. Therefore, the inclusion in MARKAL of elastic demands has a very minor
impact on computational time or on the tractability of the resulting LP. This is an important
observation in view of the very large LP’s that result from representing multi-regional and
global models in MARKAL.

1.6.3 Two additional options for modeling elastic demands
1.6.3.1 The MARKAL-MICRO alternative formulation of the elastic demand curves

In this variant of the partial equilibrium formulation, the partial equilibrium program
embodied by equations (1-6.6’ ) to (1-6.8”) is kept in its non-linear form (it is not
linearized). The MARKAL equilibrium must then be solved by a Non-Linear programming
002146. This variant is implemented for single-region models, and is fully described in chapter
2.

1.6.3.2 Income elasticity of demands
In Standard MARKAL (with linearized demand curves), it is possible to further refine the

demand curves by allowing the demands to depend not only on prices, but also on
national income. In this variant, equation (1—=6.2) is replaced by (1-6.11) below:

* One advantage of MARKAL-MICRO would be that it could accept non-zero cross-price elasticities.
However, this additonal capability is not yet present in the GAMS implementation. This feature would be
particularly useful in the transport sector. For instance, considering freight transport, it may be assumed that
some endogenous substitution will occur between truck and rail modes. This is accomplished in MARKAL-
MICRO via a constant elasticity of substitution (CES) demand function for the aggregate freight transport and
also for passenger transport. In the case of freight transport, a relationship enables some substitution between
two MARKAL demands, road transport and rail transport as in the following equation

o-1 o-1 o

0=(570,-¢" 7 +p7(@,e" 7 )7

where Q1 and Q2 are the demands for truck and rail transport respectively, and the sigma parameter is the
elasticity of substitution
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DM,/ DM;" = (Y,/¥%)" ¢ (p;/ pi)* (1.6-11)

where
Y;is the national income at time ¢, and
a;1s the (positive) income elasticity of the i™ demand

It should be carefully noted that Y; is not a MARKAL variable, and therefore has to be
estimated outside the model and injected as an input parameter.

1.6.4 Interpreting MARKAL costs, surplus, and prices

It is important to note that, instead of maximizing the net total surplus, MARKAL
minimizes its negative (plus a constant), obtained by changing the signs in expression (1.6-
6). For this and other reasons, it is inappropriate to pay too much attention to the meaning of
the absolute objective function values. Rather, examining the difference between the
objective function values of two scenarios is a far more useful exercise. That difference is of
course, the negative of the difference between the net total surpluses of the two scenario
runs.

Note again that the popular interpretation of shadow prices as the marginal cost of model
constraints is only valid if the model has inelastic demands. When demands are elastic, the
shadow price of a constraint is, by definition, the incremental value of the objective function
per unit of that constraint’s right hand side (RHS). The interpretation is that of a surplus loss
per unit of the constraint’s RHS. The difference is subtle but nevertheless important. For
instance, the shadow price of some eenrgy service (say the production of steel) is not
necessarily the marginal cost of producing one tonne of steel. Indeed, when the RHS of the
steel demand balance constraint is increased by one unit, one of two things may occur: either
the system produces one more unit of steel, or else the steel demand is adjusted downward
by one tonne. It is therefore correct to speak of shadow prices as the marginal system value
of a commodity, rather than the marginal cos? of procuring that commodity. A modeler
interested in obtaining the marginal costs of the various demand categories, could re-run the
model with the demands fixed at their optimal levels in the elastic run.

1.7 Additional economic aspects of the MARKAL equilibrium

This section is not strictly needed for a basic understanding of the MARKAL model and
may be skipped on a first reading. However, it does provide additional insights into the
microeconomics of the MARKAL equilibrium. In particular, it contains a review of the
theoretical foundation of Linear Programming and Duality Theory. This knowledge may
help the user to better understand the role shadow prices and reduced costs play in the
economics of the MARKAL model. More complete treatments of Linear Programming
and Duality Theory may be found in several standard textbooks such as Chvatal (1983) or
Hillier and Lieberman (1990 and subsequent edtions). Samuelson and Nordhaus (1977)
contains a treatment of micro-economics based on mathematical programming.
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1.7.1 A brief primer on Linear Programming and Duality Theory
1.7.1.1 Basic definitions
In this section, the superscript ¢ following a vector or matrix represents the transpose of

that vector or matrix. A Linear Program may always be represented as the following
Primal Problem in canonical form:

Max c'x (1.7-1)
s.t. Ax<b (1.7-2)
x>0 (1.7-3)

where x is a vector of decision variables, c'x is a linear function representing the objective
to maximize, and Ax < b is a set of inequality constraints. Assume that the LP has a finite
optimal solution, x*.

Then each decision variable, x*; falls into one of three categories. x*; may be:

e cqual to its lower bound (as defined in a constraint), or
e cqual to its upper bound, or
e strictly between the two bounds.

In the last case, the variable x*;is called basic. Otherwise it is non-basic.

For each primal problem, there corresponds a Dual problem derived as follows:

Min b'y (1.7-4)
st Ay>c (1.7-5)
»>0 (1.7-6)

Note that the number of dual variables equals the number of constraints in the primal
problem. In fact, each dual variable y; may be assigned to its corresponding primal
constraint, which we represent as: A;x < b;, where 4;1s the " row of matrix A.

1.7.1.2  Duality Theory

Duality theory consists mainly of three theorems™: weak duality, strong duality, and
complimentary slackness.

Weak Duality Theorem

2 Their proofs may be found in most textbooks on Linear Programming, such as Chvatal (1983) or Hillier
and Lieberman (1990).
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If x is any feasible solution to the primal problem and y is any feasible solution to the
dual, then the following inequality holds:

cx <bly (1.7-7)

The weak duality theorem states that the value of a feasible dual objective is never
smaller than the value of a feasible primal objective. The difference between the two is
called the duality gap for the pair of feasible primal and dual solutions (x,y).

Strong duality theorem
If the primal problem has a finite, optimal solution x*, then so does the dual problem (y*),
and both problems have the same optimal objective value (their duality gap is zero):

c'x* = bly* (1.7-8)

Note that the optimal values of the dual variables are also called the shadow prices of the
primal constraints.

Complementary Slackness theorem

At an optimal solution to an LP problem:

e Ify* is > 0 then the corresponding primal constraint is satisfied at equality (i.e.
Apx*=b;and the i primal constraint is called tight. Conversely, if the i primal
constraint is slack (not tight), then y*; = 0,

e Ifx* is basic, then the corresponding dual constraint is satisfied at equality, (i.e.
A'*y =c;, where A is the j” row of 4', i.e. the / column of 4. Conversely, if the
7" dual constraint is slack, then x*; is equal to one of its bounds.

1.7.2 Sensitivity analysis and the economic interpretation of dual variables

It may be shown that if the / RHS b; of the primal is changed by an infinitesimal amount
d, and if the primal LP is solved again, then its new optimal objective value is equal to
the old optimal value plus the quantity y;* e d, where y;* is the optimal dual variable
value.

Loosely speaking®®, one may say that the partial derivative of the optimal primal
objective function’s value with respect to the RHS of the i" primal constraint is equal to

the optimal shadow price of that constraint.

1.7.2.1 Economic Interpretation of the Dual Variables

% Strictly speaking, the partial derivative may not exist for some values of the RHS, and may then be
replaced by a directional derivative.
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If the primal problem consists of maximizing the surplus (objective function c’x), by
choosing an activity vector x, subject to upper limits on several resources (the b vector)
then:
e FEach g coefficient of the dual problem matrix, 4, then represents the
consumption of resource b; by activity x;;
e The optimal dual variable value y*; is the unit price of resource j, and
e The total optimal surplus derived from the optimal activity vector, x*, is equal to
the total value of all resources, b, priced at the optimal dual values y* (strong
duality theorem).

Furthermore, each dual constraint 4';*y > ¢; has an important economic interpretation.
Based on the Complementary Slackness theorem, if an LP solution x* is optimal, then for
each x*; that is not equal to its upper or lower bound (i.e. each basic variable x*;), there
corresponds a tight dual constraint y*4’; = ¢;, which means that the revenue coefficient ¢;
must be exactly equal to the cost of purchasing the resources needed to produce one unit
of x;. In economists’ terms, marginal cost equals marginal revenu, and both are equal to
the market price of x*;. 1f a variable is not basic, then by definition it is equal to its
lower bound or to its upper bound. In both cases, the unit revenue ¢; need not be equal to
the cost of the required resources. The technology is then either non-competitive (if is is
at its lower bound) or it is super competitive and makes a surplus (if it is at its upper
bound).

1.7.2.2 Reduced Surplus and Reduced Cost

In a maximization problem, the difference y*4’; - ¢; is called the reduced surplus of
technology j, and is available from the solution of a MARKAL problem. It is a useful
indicator of the competitiveness of a technology, as follows:

e ifx*;1is at its lower bound, its unit revenue c; is /ess than the resource cost (i.e. its
reduced surplus is positive). The technology is not competitive (and stays at its
lower bound in the equilibrium);

e ifx*;is at its upper bound, revenue ¢; is larger than the cost of resources (i.e. its
reduced surplus is negative). The technology is super competitive and produces a
surplus; and

e ifx*;is basic, its reduced surplus is equal to 0. The technology is competitive but
does not produce a surplus

We now restate the above summary in the case of a Linear program that minimize cost
subject to constraints:

Min 'x
s.t. Ax>b

x>0

In a minimization problem (such as the usual formulation of MARKAL), the difference
¢j - y*4’; 1s called the reduced cost of technology j. The following holds:
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e ifx*;is atits lower bound, its unit cost ¢; is larger than the value created (i.e. its
reduced cost is positive). The technology is not competitive (and stays at its
lower bound in the equilibrium);

e ifx*;is at its upper bound, its cost ¢; is less than the value created (i.e. its
reduced cost is negative). The technology is super competitive and produces a
profit; and

e ifx*;is basic, its reduced cost is equal to 0. The technology is competitive but
does not produce a profit

The reduced costs/surpluses may thus be used to rank all technologies, including those
that are not selected by the model.

1.7.3 MARKAL Dual constraints (price formation equations)

In MARKAL, the objective function is the negative of a surplus (i.e. a cost) to minimize;
therefore, the dual variables have the dimension of a price, and the price formation
equations are expressed in monetary value per unit of the corresponding constraint. The
reader may consult the MARKAL LP matrix provided as a separate spreadsheet to verify
that the equations below are indeed the correct dual constraints.

1.7.3.1 Dual constraint corresponding to an INVestment variable [INV(r,t,k)]

A glance at the MARKAL LP matrix shows that, in the absence of emission constraints,
for a given technology £ in region r and period ¢, the only non zero matrix coefficients in
the INV(r,t,k) column have value 1, and appear at the intersections of the column with the
capacity transfer constraints EQ CPT(r,t’,k), with t’=t, t-1, t-2, ..., t-LIFE+1. Therefore,
the dual constraint reads:

INVCOST(r,t,k) >Sum over =1.L1rE+1 10 =1 0f discounted shadow prices of the
EQ CPT(kt’) constraint.

Recall that the shadow price of EQ CPT(k,t’) is the value of one additional unit of
capacity for period ¢’. The Complementary Slackness theorem indicates that at an LP
optimal solution, the above constraint must hold with equality whenever the model
invests in technology k at an intermediate level (basic). Hence, in this case, the dual
constraint says that the sum (over the equipment life) of its discounted unit system values
of capacity is equal to the unit investment cost, i.e. the reduced cost is equal to zero.

1.7.3.2  Economic balance of running a technology [ACT(r,t,k)]

The ACT(r,t,k) column of the matrix has coefficients with the balance constraint and
emission constraints (if any). Therefore, the dual constraint of variable ACT(7,t,k) is:

Sum {over all ¢} of: output(r,t,k,c)*Shadow Price of Commodity(r,t,c) -
Sum {over all ¢’} of: input(r,t,k,c’) *Shadow Price of Commodity(r,t, c’) -
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Sum {over all ¢} of: Delivcost(r,tk,c) *Input(r,tk,c)—
Sum {over all p} of: emact(r,t,k,p)*Shadow Price of Pollutants p < Varom(r,t,k)

At optimality, the above constraint is tight (i.e. it must hold with equality) whenever the
technology is indeed active at a basic level, and therefore the net value of the outputs
minus the value of the inputs of the technology is equal to the variable cost of running the
technology.

1.7.3.3 Economic profitability of a mining, an import or an export node [SRC(r,t,c,1)]

The following are the dual constraints of a mining, an import, and an export variable,
respectively (assuming no transaction cost).

Shadow Price of Commodity (r,c,t) < Miningcost(r,t,c,l)
Shadow Price of Commodity (r,c,t) < Importprice(r,t,c,l)
Shadow Price of Commodity (r,c,t) > Exportprice(r,t,c,l)

At optimal, these dual constraints are tight whenever the mining, export, or import
variable is basic. This ensures that the system mines, imports, or exports commodities
whose system value is equal to the procurement price (reduced cost =0). In all cases, if
the dual constraint is not tight (e.g. if the system value of an import is less than its price),
the Complementary Slackness condition guarantees that the activity (mining, import, or
export) is at its lower bound (upper for exports).

1.8 Damage Costs

This MARKAL option is intended for modelers who wish to evaluate the environmental
externalities created by an energy system. For instance, emissions of toxic or
environmentally harmful pollutants from the energy system create social costs linked to
impacts of the pollution on human health and the environment. In another example, in
global studies of GHG emissions, it may be of interest to evaluate the impact of GHG
emissions on concentrations and ultimately on damages created by climate change
induced by increased concentration of GHG’s.

Until recently, in most studies involving bottom-up models emission externalities have
been modeled in one of two ways: either by introducing an emission tax, or by imposing
emission caps. In the first case, the tax is (ideally) supposed to represent the external cost
created by one unit of emission. However, using a tax assumes that the cost is a linear
function of emissions. In the second approach, it is assumed that such a cost is unknown
but that exogenous studies (or regulations, treaties, etc.) have defined a level of
acceptable emissions that should not be exceeded. However, using this approach is akin
to making the implicit assumption that emissions in excess of the cap have an infinite
external cost. Both of these approaches have merit and have been successfully applied to
many MARKAL studies.

60



It is however possible to extend these two approaches by introducing an option to better
model the cost of damages created by emissions. Thus, the option discussed in this
section extends the concept of an emission tax by modeling more accurately the assumed
cost of damages due to emissions of a pollutant.

Two approaches are modeled in Standard MARKAL.:

1. the environmental damages are computed ex-post, without feedback into the
optimization process, and

2. the environmental damages are part of the objective function and therefore taken
into account in the optimization process.

In both approaches, a number of assumptions are made:

damages in a region are due to emissions in the same region (no trans-
boundary pollution);

damages in a given time period are linked to emissions in that same period
only (damages are not delayed, nor are they cumulative); and

damages due to several pollutants are the sum of damages due to each
pollutant (no cross impacts).

In a given time period, and for a given pollutant, the damage cost is modelled as follows:

where:

EM
DAM
p>1

and

DAM(EM)=c ¢ EM” (1.8-1)

is the emission in the current period,

is the damage cost in the current period;

is a shape parameter for the damage cost function, selected by the user;

is a calibrating parameter, which may be obtained from dose-response
studies that allow the computation of the marginal damage cost per unit of

emission in period 1. If we denote this marginal cost by MCj, the
following holds:

MC =a-B-EM/"
where EM] is the emission in period 1

and therefore expression (1.8-1) may be re-written as:

DAM(EM) = MC, -(EM,"”" | B)- EM” (1.8-2)
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The approach to damage costs described in this section applies more particularly to local
pollutants. Extension to global emissions such GHG emissions requires the use of a
global MARKAL model and a reinterpretation of the equations discussed above.

See chapter 2 for details on the implementation, switches, data and model variables and
equations.

Important remark: The modeling of damage costs via equation (1.8-2)
introduces a non-linear term in the objective function if the f parameter is
strictly larger than unity. This in turn requires that the model be solved via a
Non-Linear Programming (NLP) algorithm rather than a LP algorithm.
However, this departure from linearity is much less consequential than the one
observed in the Lumpy investment case (section 1.9), because the resulting
Non-Linear Program remains convex as long as the shape parameter is equal to
or larger than unity. For additional details on convex programming, see
Nembhauser et al (1989) . In particular, NLP algorithms are efficient
(particularly when all non-linearity is strictly in the objective function) and the
duality theory is entirely preserved. If linearity must be preserved (for instance
if problem instances are very large), it would be rather easy to approximate
expression (1.8-2) by a sequence of linear segments with increasing slopes,
and thus to obtain a Linear Program, just as was done in the linearization of the
demand curves described in section 1.6.

1.9 The Lumpy Investment option

In some cases, the linearity property of the MARKAL model may become a drawback for
the accurate modeling of certain investment decisions. Consider for example a MARKAL
model for a relatively small community such as a city. For such a scope, the granularity
of some investments may have to be taken into account. For instance, the size of an
electricity generation plant proposed by the model would have to conform to an
implementable minimum size (it would make no sense to decide to construct a 50 MW
nuclear or coal fired plant). Another example for multi-region modeling might be
whether or not to build cross-region electric grid(s) or gas pipeline(s) in discrete size
increments.

For other types of investments, size does not matter: for instance the model may decide to
purchase 10,950.52 electric cars, which is easily rounded to 10,950 without any serious
inconvenience. The situation is similar for a number of residential or commercial heating
devices, or for the capacity of wind turbines or industrial boilers, or for any technologies
with relatively small minimum feasible sizes. Such technologies would not be candidates
for treatment as “lumpy” investments.
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It is the user’s responsibility to decide that certain technologies should (or should not)
respect the minimum size constraint, weighing the pros and cons of so doing. This section
explains how the MARKAL LP may be transformed into a Mixed Integer Program (MIP)
to accommodate minimum or multiple size constraints, and states the consequences of so
doing on computational time and on the interpretation of duality results.

1.9.1 Options for modeling lumpy investments

Three options for modeling lumpy investments are available, each of which activated by
specifying certain parameters (see chapter 2 for details on each parameter’s name and
format). Each option corresponds to the representation of a particular real life situation.

Option A: Investment in technology k is either zero (no investment) or a multiple of
some fixed number BLOCK(k). This option is suitable for any standard,
replicable technology such as a nuclear plant, a fossil fuel plant, etc.

Option B: Investment in technology & is either zero (no investment) or is equal to
some fixed number BLOCK(k). This option is suitable for standard
technologies for which no more than one unit is possible at any given
period. Note that this option is the same as combining Option A with an
upper bound (equal to BLOCK(k)) on the investment variable.

Option C: Investment in technology k is either zero (not at all) or is equal to some
fixed number BLOCK(k) and is restricted to occur at most once over the
whole horizon. This option is suitable for single, non replicable projects
such as a specific hydroelectric project or gas pipeline.

Each of these three options requires the introduction of integer variables in the

formulation. The optimization problem resulting from the introduction of integer
variables into a Linear Program is called a Mixed Integer Program (MIP).

1.9.2 Formulation and Solution of the Mixed Integer Linear Program

Typically, the modeling of a lumpy investment involves Integer Variables, i.e. variables
whose values may only be non-negative integers (0, 1, 2, ...). The mathematical
formulations of the three options described above are presented below.

Option A may be written as follows:
INV (k,t)= BLOCK (k)e® Z(k,t) each t =1,...T
with Z(k,it) =0, 1,2, ...

Option B is expressed by:
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INV (k,t) = BLOCK (k) Z(k,t) eacht=1,.T
with Z(k,t) = 0 or 1
Option C is expressed as:

INV (k,t)= BLOCK (k) Z(k,t)  eacht=1,.T

and

i Z(k,?)

with Z(k,t) =0 or 1

Although the formulation of lumpy investments looks simple, it has a profound effect on
the resulting optimization program. Indeed, MIP problems are notoriously more difficult
to solve than LPs, and in fact many of the properties of linear programs discussed in
section 1.7 do not hold for MIPs, including duality theory, complementary slackness, etc.
Note that the constraint that Z(k,#) should be integral departs from the divisibility property
of linear programs. This means that the feasibility domain of integer variables (and
therefore of some investment variables) is no longer contiguous, thus making it much
more difficult to apply purely algebraic methods to solve MIPs. Therefore, practically all
MIP solution algorithms make use (at least to some degree) of partial enumerative
schemes, which tend to be time consuming and less reliable®” than the algebraic methods
used in pure LP.

The reader interested in more technical details on the solution of LPs and of MIPs is
referred to references (Hillier and Lieberman, 1990, Nemhauser et al. 1989). In this
section we shall be content to state one important remark on the interpretation of the dual
results from MIP optimization.

1.9.3 Important remark on the MIP dual solution (shadow prices)

Using MIP rather than LP has an important impact on the interpretation of the MARKAL
shadow prices. Once the optimal MIP solution has been found, it is customary for MIP
solvers to fix all integer variables at their optimal (integer) values, and to perform one
additional iteration of the LP algorithm, so as to obtain the dual solution (i.e. the shadow
prices of all constraints). However, the interpretation of these prices is different from that
of a LP. Consider for instance the shadow price of the natural gas balance constraint: in a
pure LP, this value represents the price of natural gas. In MIP, this value represents the

*” A MARKAL LP program for a given region tends to have fairly constant solution time, even if the
database is modified. In contrast, a MARKAL MIP may show some erratic solution time. One may observe
reasonable solution times (although longer than LP solution times) for most instances, with an occasional
very long solution time for some MIP instances. This occasional phenomenon is predicted by the theory of
complexity as applied to MIP, see Papadimitriou and Steiglitz (1982)
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price of gas conditional on having fixed the lumpy investments at their optimal integer
values. What does this mean? We shall attempt an explanation via one example: suppose
that one lumpy investment was the investment in a gas pipeline; then, the gas shadow
price will not include the investment cost of the pipeline, since that investment was fixed
when the dual solution was computed.

In conclusion, when using MIP, only the primal solution is fully reliable. In spite of this
major caveat, modeling lumpy investments may be of paramount importance in some
instances, and may thus justify the extra computing time and the partial loss of dual
information.

See chapter 2 for details on the implementation, switches, data and model variables and
equations.

1.10 Endogenous Technological Learning (ETL)

In a long term dynamic model such as MARKAL, the characteristics of future
technologies are almost inevitably changing over the sequence of future periods, due to
technological learning.

In some cases, it is possible to forecast such changes in characteristics as a function of
time, and thus to define a time-series of values for each parameter (e.g. unit investment
cost, or efficiency). In such cases, technological learning is exogenous since it depends
only on time elapsed and may thus be established outside the model.

In other cases, there is evidence that the pace at which some technological parameters
change, itself depends on the experience acquired with this technology. Such experience
is not solely a function of time elapsed, but typically depends on the cumulative
investment (often global) in the technology. In such a situation, technological learning is
endogenous, since the future values of the parameters are no longer a function of time
elapsed alone, but depend on the cumulative investment decisions taken by the model
(which are unknown). In other words, the evolution of technological parameters may no
longer be established outside the model, since it depends on the model’s results. ETL is
also named Learning-By-Doing (LBD) by some authors.

Whereas exogenous technological learning does not require any additional modeling,
endogenous technological learning (ETL) presents a tough challenge in terms of
modeling ingenuity and of solution time. In MARKAL, there is a provision to represent
the effects of endogenous learning on the unit investment cost of technologies. Other
parameters (such as efficiency) are not treated, at this time.

1.10.1 The basic ETL challenge
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Empirical studies of unit investment costs of several technologies have found an
empirical relationship between the unit investment cost of a technology at time ¢,
INVCOST,, and the cumulative investment in that technology up to time ¢,

t
C,= Y VAR _INV,.

j=1

A typical relationship between unit investment cost and cumulative investments is of the
form:

INVCOST, =a-C,” (1.11-1)

where a is the initial unit investment cost (when C; is equal to 1) and b is the learning
index, representing the speed of learning®®. As experience builds up, the unit investment
cost decreases, and thus may make investments in the technology more attractive. It
should be clear that near-sighted investors will not be able to detect the advantage of
investing early in learning technologies, since they will only observe the high initial
investment cost and, being near-sighted, will not anticipate the future drop in investment
cost resulting from early investments. In other words, tapping the full potential of
technological learning requires far-sighted agents who accept making initially non
profitable investments in order to later benefit from the investment cost reduction.

With regard to actual implementation, simply using (1.10-1) as the objective function
coefficient of VAR INV, will yield a non-linear, non-convex expression. Therefore, the
resulting mathematical optimization is no longer linear, and requires special techniques
for its solution. In MARKAL, a Mixed Integer Programming (MIP) formulation is used,
that we now describe.

1.10.2 The MARKAL formulation of ETL

We follow the basic approach described in Barreto (2001). The first step of the
formulation is to express the total investment cost, i.e. the quantity that should appear in
the objective function for the investment cost of a learning technology in period ¢. TC; is
obtained by integrating expression (1.10-1):

TC, :j.octa-y”*dy:ﬁ~Ctb” (1.10-2)

TC; is a concave function of C;, with a shape as shown in Figure 1-9

** It is usual to define, instead of b, another parameter, pr called the progress ratio, which is related to b via
the following relationship:

-b
pr=2
Hence, 1-pr is the cost reduction incurred when cumulative investment is doubled. Typical observed pr
values are in a range of .75 to .95
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Figure 1-9. Example of a cumulative learning curve

With the Mixed Integer Programming approach implemented in MARKAL, the
cumulative learning curve is approximated by linear segments, and binary variables are
used to represent some logical conditions. Figure 1-10 shows a possible piecewise linear
approximation of the curve of Figure 1-9. The choice of the number of steps and of their
respective lengths is carefully made so as to provide a good approximation of the smooth
cumulative learning curve. In particular, the steps must be smaller for small values than
for larger values, since the curvature of the curve diminishes as total investment
increases. The formulation of the ETL variables and constraints proceeds as follows (we
omit the period, region, and technology indexes for notational clarity):

1. The user specifies the set of learning technologies (TEG).

2. For each learning technology, the user provides:

a) The progress ratio pr (from which the learning index b may be inferred)

b) One initial point on the learning curve, denoted (Cy, TCy)

¢) The maximum allowed cumulative investment C,qy (from which the
maximum total investment cost 7C,,, may be inferred)

d) The number N of segments for approximating the cumulative learning
curve over the (Cy, Ciay) interval (note that NV may be different for
different technologies).

3. The model automatically selects appropriate values for the N step lengths, and
then proceeds to generate the required new variables and constraints, and the new
objective function coefficients for each learning technology. The detailed
formulae are shown and briefly commented on below.
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Figure 1-10. Example of a 4-segment approximation of the cumulative cost curve
1.10.2.1 Calculation of break points and segment lengths

The successive interval lengths on the vertical axis are chosen to be in geometric
progression, each interval being twice at wide as the preceding one. In this fashion, the
intervals near the low values of the curve are smaller so as to better approximate the
curve in its high curvature zone. Let {TC;.;, TC;} be the i" interval on the vertical axis,
fori=1, ..., N-1. Then:

TC,=TC, , +2""(TC

max

-TC,)/(1-0.5"), i=12-N

Note that TCp,,y is equal to TCl.

The break points on the horizontal axis are obtained by plugging the TC; ’s into
expression (1.10-2), yielding:

1

C, - ((l_b)(rq.)jl"’ . i=12,..N

i
a
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1.10.2.2 New variables

Once intervals are chosen, standard approaches are available to represent a concave
function by means of 0-1 variables. We describe the approach used in MARKAL.
First, we define N continuous variables x;, i= /,...,N. Each x; represents the portion of
cumulative investments lying in the ith interval. Therefore, the following holds:

c=Yx, 1.10-3

We now define /N integer 0-1 variables z; that serve as indicators of whether or not the
value of C lies in the i” interval. We may now write the expression for TC, as follows:

N
TC =) a;z, +b,x, 1.10-4

i=1

where b; is the slope of the i line segment, and a; is the value of the intercept of that
segment with the vertical axis, as shown in Figure 1-11. The precise expressions for a;
and b; are:

, _TC.-TC,,
l Ci - Ci—l
1.10-5
a,=TC, —b.-C,, i=12,..,N

1.10.2.3 New constraints

For (1.10-4) to be valid, we must make sure that exactly one z; is equal to 1, and the
others equal to 0. This is done (recalling that the z; variables are 0-1) via:

N
Zzizl

i=1

We also need to make sure that each x; lies within the i™ interval whenever ziisequal to 1
and is equal to 0 otherwise. This is done via two constraints:

1.10.2.4 Objective function terms
Re-establishing the period index, we see that the objective function term at period ¢, for a

learning technology is thus equal to TC;- TC,.;, which needs to be discounted like all
other investment costs.
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Figure 1-11. The i" segment of the step-wise approximation

1.10.2.5 Additional (optional) constraints

Solving integer programming problems is facilitated if the domain of feasibility of the
integer variables is reduced. This may be done via additional constraints, that are not
strictly needed, but that are guaranteed to hold. In our application, we know that
experience (i.e. cumulative investment) is always increasing as time goes on. Therefore,
if the cumulative investment in period t lies in segment 1, it is certain that it will not lie in
segments i-1, i-2, .., 1 in time period t+1. This leads to two new constraints (re-
establishing the period index # for the z variables):

i i
sz,t 2 sz,m
=1 =1

i=12,..,N-1,¢t=12,.,T-1

N N
Zz,-,t SZz,-,m
j=i j=i

Summarizing the above formulation, we observe that each learning technology requires
the introduction of N*T integer 0-1 variables. For example, if the model has 10 periods
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and a 5-segment approximation is selected, 50 integer 0-1 variables are created for that
learning technology, assuming that the technology is available in the first period of the
model. Thus, the formulation may become very onerous in terms of solution time, if
many learning technologies are envisioned, and if the model is of large size to begin with.
In section 1.10.5, we provide some comments on ETL, as well as a word of warning.

1.10.3 Clustered learning

An interesting variation of ETL is also available in MARKAL, which treats the case
where several technologies use the same key technology component, itself subject to
learning. For instance,

Table 1-3 lists 11 technologies using the key Gas Turbine technology. As experience
builds up for gas the turbine, each of the 11 technologies in the cluster benefits. The
phenomenon of clustered learning is modeled in MARKAL via the following
modification of the formulation of the previous section.

Let k designate the key technology and let /=1, 2, ..., L designate the set of clustered
technologies attached to k. The approach consists of three steps:

a) Step 1: designate k as a learning technology, and write for it the formulation of the
previous section;

b) Step 2: subtract from each INVCOST; the initial investment cost of technology k
(this will avoid double counting the investment cost of k);

¢) Step 3: add the following constraint to the program, in each time period. This ensures
that learning on & spreads to all members of its cluster:

L
VAR_INV,-> VAR_INV, =0

1=1

Table 1-3. Cluster of gas turbine technologies
(from A. Sebregts and K. Smekens, unpublished report, 2002)
Description

Integrated Coal gasification power plant
Integrated Coal Gasification Fuel Cell plant
Gas turbine peaking plant

Existing gas Combined Cycle power plant
New gas Combined Cycle power plant
Combined cycle Fuel Cell power plant
Existing gas turbine CHP plant

Existing Combined Cycle CHP plant
Biomass gasification: small industrial cog.
Biomass gasification: Combined Cycle power plant
Biomass gasification: ISTIG+reheat
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1.10.4 Learning in a Multiregional MARKAL Model

Technological learning may be acquired via global or local experience, depending on the
technology considered. There are examples of techniques that were developed and
perfected in certain regions of the World, but have tended to remain regional, never fully
spreading globally. Examples are found in land management, irrigation, and in household
heating and cooking devices. Other technologies are truly global in the sense that the
same (or close to the same) technology becomes rather rapidly commercially available
globally. In the latter case, global experience benefits users of the technology world wide.
Learning is said to spillover globally. Examples are found in large electricity plants, in
steel production, and many other sectors.

The first and obvious implication of these observations is that the appropriate model
scope must be used to study either type of technology learning.

The formulation described in the previous sections is adequate in two cases: a) learning in
a single region model, and b) regional learning in a multiregional model. It does not
directly apply to global learning in a multiregional global model, where the cumulative
investment variable must represent the sum of all cumulative investments in all regions
together. We now describe an approach to model this case.

The first step in modeling multiregional ETL (MRETL) is to create one additional region,
region 0, that will play the role of the Manufacturing Region. This region’s RES consists
only of the set of (global) LT’s. Each such LT has the following specifications:
a) The LT has no commodity inputs
b) The LT has only one output, a dummy commodity ¢ representing the ‘learning’.
This output is precisely equal to the investment level in the LT in each period.
c) Commodity ¢ may be exported to all other regions
d) Finally, in each ‘real’ region, the LT is represented with all its attributes except
the INVCOST. In addition, the construction of one unit of the LT requires an input
of one unit of the learning commodity c. This ensures that the sum of all
investments in the LT in the real regions is equal to the investment in the LT in
region 0, as desired.

1.10.5 Endogenous vs. Exogenous Learning

In this section, we state a few comments and warnings that may be useful to potential
users of the ETL feature. We start by stating a very important caveat to the formulation
described earlier: if a model is run with such a formulation, it is likely that the model will
select some technologies, and will invest massively at some early period in these
technologies unless it is prevented from doing so by additional constraints. Why this is
likely to happen may be qualitatively explained by the fact that once a learning
technology is selected for investing, two opposing forces are at playin deciding the
optimal timing of the investments. On the one hand, the discounting provides an
incentive for postponing investments. On the other hand, investing early allows the unit
cost to drop immediately, and thus allows much cheaper investments in the learning
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technologies in all periods (current and future). Given the considerable cost reduction that
may be provoked by learning, the first factor (discounting) is highly unlikely to
predominate, and hence the model will tend to invest massively and early in such
technologies, or not at all. Of course, what we mean by “massively” depends on the other
constraints of the problem (such as whether or not there is a use for the commodity
produced by the learning technology, the presence of existing technologies that compete
with them, etc.). However, there is a clear danger that we may observe investment results
in some learning technologies that are clearly unrealistic.

ETL modelers are well aware of this phenomenon, and use additional constraints to
control the penetration trajectory of learning technologies. These constraints may take the
form of upper bounds on the capacity of or the investment in of the learning technologies
in each time period, reflecting what is considered by the user to be realistic penetrations.
These upper bounds play a determining role in the solution of the problem, and it is most
often observed that the capacity of a learning technology is either equal to 0 or to the
upper bound. This last observation indicates that the selection of upper bounds by the
modeler is the predominant factor in controlling the penetration of successful learning
technologies. Hence the question: is it worthwhile for the modeler to go to the trouble of
modeling endogenous learning (with all the attendant computational burdens) when the
results are in great part conditioned by exogenous upper bounds? We do not have a clear
and unambiguous answer to this question; that is left for each modeler to evaluate.

Given the above caveat, a possible alternative to ETL would consist in using exogenous
learning trajectories. To do so, the same sequence of ‘realistic’ upper bounds on capacity
would be selected by the modeler, and the values of the unit investment costs
(INVCOST) would be externally computed by plugging these upper bounds into the
learning formula (1.10-1). This approach makes use of the same exogenous upper bounds
as the ETL approach, but avoids the MIP computational burden of ETL. Of course, the
running of exogenous learning scenarios is not entirely rigorous, since it is not guaranteed
that the capacity of a learning technology will turn out to be exactly equal to its
exogenous upper bound. If that were not the case, a modified scenario would have to be
run, with upper bounds adjusted downward. Conversely, if an upper bounded variable
reaches its upper bound and shows a high reduced cost, this is a signal that ways to
increase that bound should be sought (still within the bounds of realism). This trial-and-
error approach may seem awkward, but it should be remembered that it (or some other
heuristic approach) may prove to be necessary in those cases where the number of
leaning technologies and the model size are both large (thus making ETL
computationally intractable).
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1.11Modeling of Uncertainty in Standard MARKAL

1.11.1 Introduction

The long term analysis of an energy system is fraught with uncertainties, be it the
specification of demands and prices, or the availability and characteristics of future
technologies, or the emission targets that should be adopted. Older versions of
MARKAL, along with most least-cost bottom-up models assume perfect foresight, and
thus a deterministic environment. This is also the case for traditional general equilibrium
models, although there are important exceptions. In the absence of explicit modeling of
uncertainties, model users resort to scenario analysis, i.e. accounting for multiple possible
futures via contrasted scenarios of demands, technological development, and emission
constraints. Although the multiple scenario approach is useful, it remains somewhat
incomplete, and even problematic for the following reason: suppose that two scenarios
are modeled and run by a technological model, and suppose further that one main
(uncertain) event is going to occur, say 15 years from now. To fix ideas, let us consider
an example where the event is the development of a key energy technology. It is quite
likely that the two alternate scenario runs (with vs. without the technology) will produce
very different recommendations on investments. If we focus our attention on investments
in the initial 15 years (i.e. prior to the event resolution date), we may face two widely
different investment recommendations from the model, and we have no easy way of
resolving the dilemma.

An alternate approach to running multiple deterministic scenarios consists in building a
single scenario, but one where the future event bifurcation is embedded. The resulting
stochastic model will be quite different in nature from the initial model. The Stochastic
Programming paradigm consists of representing multiple scenarios (usually called states-
of-the-world, or sow), each having a possibility of occurring, within a single coherent
formulation. The key to success is simply to define, for each particular decision to be
considered, as many decision variables as there are states-of-the-world in that time
period. For instance, in the example evoked above, there should be a single copy of
investment and other variables for the 15 years prior to uncertainty resolution (the point
in time when we know which outcome materializes), precisely because a single strategy
must be followed during that period of time. On the contrary, for later periods, the
outcome of the event is unknown, and therefore, there should be two sets of variables,
each representing a particular decision contingent on the state-of-the-world that might
prevail.

Stochastic programming (Dantzig, 1963) is easily generalized to any number of events,
each with many possible outcomes. The resulting stochastic scenario is best represented
by an event tree, such as the one depicted in Figure 1-12, showing 4 states-of-the-world.

This example concerns the Greenhouse Gas emissions from the Quebec energy system.
The system is subjected to an upper bound on its cumulative GHG emissions over the
entire horizon from 2000 to 2030. However, the upper bound is uncertain the outset, and
it is estimated that it may take any of four values, each with a certain probability of
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occurrence. Table 1-4 describes the four sow’s and their probabilities. It is further
assumed that the outcome will be known in 2015. In this example, the event tree consists
of two stages only, separated by the single resolution time (2015), as shown in Figure 12
(other examples may have several events, with different resolution times, but such multi-
stage cases are currently not covered in Standard MARKAL)

Table 1-4. An example with four states of the world

Cumulative emission Probability of
bound (CO2 eq) occurrence
Sow 1 3675 Mt 0.10
Sow 2 3337 Mt 0.50
Sow 3 2940 Mt 0.35
Sow 4 2515 Mt 0.05

sow 1

sow 2

sow 3

sow 4

2000 2005 2010 2015 2020 2025 2030

Figure 1-12. Event tree with four states-of-the-world and resolution time at period 2015

In the context of energy-environment systems, stochastic modeling has been extensively
used to study restricted energy systems such optimizing the electricity generation process
(e.g. Kunsch and Teghem, 1987; Gorenstin et al., 1993). Studies of socio-economic impacts
of the uncertain outcomes of global warming have also used stochastic models (Fankhauser,
1994; Manne and Richels, 1995). In the case of integrated energy systems, a two-step model
for robustness analysis in energy planning was implemented in Larsson and Wene (1993)
and Larsson (1993). The method provided for assessing the efficiency and robustness of
exogenously determined alternative strategies. Similar work using the MESSAGE model
was reported by Gerking and Voss (1986). Birge and Rosa (1996) have included uncertainty
in the return on investments in new technologies in the Global 2100 model. Stochastic
programming has been used for energy-environment policy modeling recently, but mostly
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by the very aggregated global models like DICE (Nordhaus, 1993), MERGE (Manne et al.,
1995), and CETA-R (Peck and Teisberg, 1995). Reports on formal inclusion of future
uncertainties in bottom-up energy-environment modeling are scant. Fragniére and Haurie
(1996) have taken an approach similar to MARKAL on this problem, with an original
optimization algorithm based on LP decomposition and interior point methods.

One important issue raised by uncertain outcomes is the choice of the criterion to use for
the optimization. The frequently used expected cost criterion computes a weighted
average cost, where the cost under each outcome is weighted by its probability of
occurring. While expected cost is the most often discussed and used criterion, it
presupposes first that probabilities of event outcomes are available and second that the
decision maker is risk neutral. Both of these assumptions are debatable in long term
strategic policy analysis, where certain events are truly uncertain (i.e. there is no
consensus on the likelihoods of their outcomes, e.g. the probability of a 3°C rise in global
temperature), and where certain outcomes would carry such a huge cost, that they would
not be acceptable, however low their probability (high risk aversion).

Both concerns may be addressed by replacing the expected cost criterion by an expected
utility criterion, where the utility is defined so as to reflect the policy maker’s biases with
respect to certain cost outcomes (e.g. various degrees of risk aversion). A special case
consists in defining an objective that does not make use of probabilities. For instance, the
Savage criterion (Raiffa, 1968) consists of choosing the strategy that minimizes the
largest regret that could be experienced by the policy maker (the regret being defined as
the cost difference between the most favorable outcome and the one incurred with the
chosen strategy). Loulou and Kanudia (1999) describes an implementation of the
Minimax Regret criterion in a particular version of the MARKAL model. Subsection
1.11.4 describes an intermediate situation where probablilities are used, but the criterion
to be minimized includes a correction term for risk aversion.

One practical limitation of the stochastic programming approach is the model size, which
may reach gigantic proportions when complex event trees are modeled. This drawback is
much less acute now than in the past, thanks to the rapid progress of computing power
and of algorithms. Care must nevertheless be exercised to model only the major
uncertainties, so as to keep the event tree reasonably parsimonious.

1.11.2 Two-Stage Stochastic MARKAL Formulation (Minimizing Expected
Cost)

The stochastic programming option available in Standard MARKAL is based on the two-
stage Stochastic Programming paradigm described in the previous section (Dantzig, 1963),
in which all uncertainties are resolved at a single future stage, the same for all events. Other
MARKAL versions are more general and allow Multi-stage Stochastic Programming with
various criteria (Kanudia and Loulou, 1996; Loulou and Kanudia, 1999), but are not
directly transferable to Standard MARKAL as they are written in a different
programming language.

76



Stochastic MARKAL uses the concept of an event tree described earlier, where each
scenario is represented by a path from beginning to end of horizon, and each path has a
probability of occurrence. Figure 1-12 shows the event tree of the example described in
the section. The period when all uncertainties are resolved is called the resolution time
(2015 in Figure 1-12). The general mathematical formulation of the two-stage problem
derives from the following three principles:

1. In each period, there are as many replications of the MARKAL variables as there are
different outcomes (sow’s) in that period. Thus prior to the resolution of uncertainty
there is a single sow. In those periods when there are multiple realizations (i.e. at
and after the resolution time), each variable set should be considered as a set of
conditional variables, 1.e. variables representing contingent actions that will be taken
only if the corresponding realization occurs. Note that this requires that each
MARKAL variable, attribute, and constraint have a new, state-of-the-world index,
denoted w.

2. Each set of variables corresponding to a possible scenario must satisfy all constraints
of MARKAL. Therefore, whatever scenario eventually occurs, the corresponding set
of variables (decisions) is feasible. The multi-period constraints, such as capacity
transfer, cumulative emission and cumulative resource usage, are replicated, one for
each path of the event tree (however, see the Important remark below). The single
period constraints are repeated as many times as there are different realizations in
that period, and that number may differ with the period.

3. The objective function (expected cost) is equal to the weighted sum of the scenarios’
objective functions (costs), each weighted by the scenario's probability of occurring.

Using these three principles, the following Linear Programming problem is formulated:

Minimize  Z= Y >'C, ¢X, op,,

weW(@) teT

subjectto: A,,*X,,2b,, , VteT,VweW(t)

where:

t = time period

T = set of time periods

¥ = resolution time

w = outcome index (sow)

ww = set of outcome indices for time period ¢. For all ¢ prior to

resolution time

t*, W(t) has a single element (stage one). For ¢ > t*, W(t)
has multiple

elements (stage two);
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Xiw = the column vector of decision variables in period ¢, under

scenario w
Cw = the cost row vector in time ¢ under scenario w;
Piw = probability of scenario w in period ¢, p,,, is equal to 1 for
all ¢ prior
to t*, and
Zp,’w =1 forall s
weW (t)
Ay = the coefficient matrix (single period constraints) in time
period ¢, under scenario w
b,w = the right-hand-side column vector in time period ¢, under
scenario w

The modeler must provide the information on: W(?) , p; , Aiw ,biw, Ciw, for all ¢ in the
format described in chapter 2.

Important remark — the current implementation of 2-stage stochastics
in MARKAL does not handle models that employ inter-temporal
commodity flows that either delay the release of a commodity (LAG), or
require that a commodity be produced in the previous period (LED).

1.11.3 Interpreting results from a stochastic run of MARKAL
1.11.3.1 Hedging strategy, and perfect foresight strategies

The results of a stochastic MARKAL run are of the same nature as those of a deterministic
run. In this section, we make a few comments on the interpretation of such results, and we
discuss a few useful additional results that are more specifically attached to uncertain
situations.

First, let us make more precise the concept of Optimal Hedging Strategy. Stochastic
Programming produces a single strategy. However, that strategy is composed of contingent
(conditional) actions, that will diverge at periods later than the resolution dates. We will call
it the Optimal Hedging Strategy. In contrast, the classical approach of using several alternate
scenarios (each deterministic) leads to as many strategies as there are scenarios (4 in our
example). These strategies will differ between themselves even prior to the resolution time.
As noted earlier, this is unrealistic, and constitutes a major reason for using Stochastic
Programming. We shall call these four deterministic strategies, the Perfect Foresight
strategies, denoted PF; where i designates the particular scenario being considered. The
word Strategy in this context is somewhat misleading since the policy maker believes that a
particular deterministic scenario will realize, but in actual fact, any one of the four possible
scenario outcomes may yet occur! Therefore, the Perfect Foresight strategies are not real
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strategies. They are idealized, but still useful for comparison purposes, as we now proceed
to show.

We illustrate with the example of the Québec energy system, already presented in section
1.11.1, where the random event is the cumulative emission cap, for which four possible
outcomes are identified (table 1-4). All other parameters are the same for the four
outcomes. The four emission targets are denoted sow;, sow,, sows, and sow,. Figure 1-13
shows the annual GHG emission trajectories under five strategies: the optimal hedging
strategy obtained via Stochastic MARKAL (solid lines) and the four PF; strategies
(dashed lines). Note carefully that, in Figure 1-13, a perfect foresight trajectory is the one
that would prevail if the decision-maker were able to guess the correct state-of-the-world
that will prevail. We repeat here that it is not a realistic strategy.

GHG emission trajectories

150
130
—o—sow 1
110 + —0—sow2
8‘ —&—sow3
N —e—sow4
8 90 -+ PF1
= - #--PF2
= 70 - —-4--PF3
- - PF4
50
30

2000 2005 2010 2015 2020 2025 2030

Figure 1-13. Emission trajectories under 5 strategies

As expected, in Figure 1-13, the optimal hedging strategy takes a middle-of-the-road path
until uncertainty is resolved. Subsequently, the annual GHG emissions fall sharply in
cases where severe mitigation realizes (scenarios 3 and 4), and turn upward in other cases
(scenarios 1 and 2). We also note that the four PF trajectories differ quite substantially in
2005 and 2010, confirming their meaninglessness.

Similar figures could be obtained for other quantities, such as final and primary energy,
capacities of technologies, etc. In particular, it is of great interest for the energy analyst to
identify those technologies that are robust under uncertainty, i.e. those that are used in the
hedging strategy in periods 2005 and 2010. It often happens that such technologies are
different from those selected by the model under any of the PF scenarios, thus showing
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that the stochastic programming treatment of major uncertainties can yield insights that are
beyond the scope of an analysis based on multiple deterministic scenarios.

1.11.3.2 Expected Value of Perfect Information (EVPI)

A useful concept when planning under risk, is the Expected Value of Perfect Information
(EVPIL, see Raiffa, 1968), i.e. the cost savings that would accrue if all uncertainties were
resolved right now rather than at some future resolution time. Hence, EVPI is the cost
saving that would accrue (relative to the cost of the optimal hedging strategy) if the
policy maker knew today with certainty which of the outcomes will occur at resolution
time (hence if the PF strategies were realistic). For our example, EVPI may be computed
by solving five LP’s: the Stochastic Programming problem, plus the four deterministic
LPs corresponding to perfect knowledge of each outcome. We designate these costs by
COSTheage , COSTpr1 , COST prz , COST pr3 , and COSTpry , respectively. Then:

4
EVPI = COST,,,,, — > _ p; * COST,,,
i=1

This quantity gives a measure of the cost handicap introduced by uncertainty. In the
example discussed in this section, EVPI is equal to $4.86 billion, a significant amount. This
is how much it would be worth to us to know the truth about the future right now.

1.11.3.3 The cost of guessing wrong

In order to evaluate the benefit of using stochastic programming (rather than traditional
multiple deterministic scenarios), we construct another useful quantity as follows: we
evaluate the expected loss incurred when the decision maker believes that a particular
outcome (say scenario k) will happen. In such a case, he would follow the corresponding
PF path until just before resolution time. At resolution time, he would know the true
outcome (wWhich may be any of the scenarios) and would then re-optimize his path from
then on. In our example with 4 outcomes, the decision maker would have to compute 4
re-optimized paths after having initially chosen some PFj initial strategy. Denote by
COSTjy, j=1,...,4 the conditional cost of the re-optimized strategy that assumes k to be
the outcome, when j is the true revealed outcome™. From these conditional costs, we may
now build the conditional expected cost incurred for any strategy k:

J
EC, =) p,-COST,,, eachk=12,..,J

J=1

%% The cost COSTy; is determined for each & through the following three-step process:

Step 1: Run the model with the parameters corresponding to the assumed perfect foresight scenario, to
obtain strategy PF}.

Step 2: Freeze Strategy PF;. for all periods prior to resolution time #* (i.e. freeze all decision variables
in MARKAL).

Step 3: Run the model again J-1 more times, with the parameters set to those of each of the other J-1
possible outcomes (j=1,2,3,J, excepting j= k), and with the initial decisions frozen as in step 2.
These runs provide the values of COST,
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where J is the number of possible outcomes (4 in our example). We may now compute
the decision maker’s expected loss if he has followed the K" pure scenario, instead of the
optimal hedging strategy:

J

EL, =) p,-COST, —COST,

hedge °

each k=12,...J

J=!
For illustration, we report in

Table 1-5 the four expected losses for our example. As can be seen from this example, it
may be very costly to follow a pure strategy PFy.

Table 1-5. Expected value of losses under assumed perfect foresight strategies (3B)

STRATEGY K=1 K=2 K=3 K=4
ELk 3.27 0.58 1042 12.50

1.11.4 Stochastic Programming with risk aversion

The preceding description of stochastic programming assumes that the policy maker
accepts the expected cost as his optimizing criterion. This is equivalent to saying that he
is risk neutral. In many situations, the assumption of risk neutrality is only an
approximation of the true utility function of a decision maker. In MARKAL, there is a
feature for taking into account that a decision maker may be risk averse, by defining a
new utility function to replace the expected cost.

The approach is based on a variant of the classical E-V model (an abbreviation for
Expected Value-Variance). In the E-V approach, it is assumed that the variance of the
cost is an acceptable measure of the risk attached to a strategy in the presence of
uncertainty. The variance of the cost of any fixed strategy k is computed as follows:

Var(C,) = Z p;*(Cost;, - EC,)*
j

where Costj is the cost of strategy k when the j™ state of nature prevails, and EC; is the
expected cost of strategy k defined as usual by:

EC, = ij OCostj‘k
J

An E-V approach would thus replace the expected cost criterion by the following utility
function to minimize:
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U=EC+ A-\Var(C)

where A is a measure of the risk aversion of the decision maker. For A=0, the usual
expected cost criterion is obtained. Larger values of A indicate increasing risk aversion.

In Stochastic MARKAL, a further refinement is introduced: the semi-variance is used
rather than the variance. Indeed, it may be argued that the variance includes both
“upward” (or bad) risk, and “downward” (or good) risk. The upward semi-variance is
defined by:

UpVar(Cost, ) = ij o (Costj|k —ECk)2
jaCostj‘kZECk

If only upward risk is considered, the Stochastic MARKAL Utility function reads as
follows:

U=EC+A1-\UpVar(C)

Of course, taking risk aversion into account leads to a non-linear MARKAL model, with
all its ensuing computational restrictions. The modeler should therefore assess the pros
and cons of simulating risk aversion against the serious limitations this formulation
introduces on model size.”

3% Note that to avoid non-linearities, it is possible to replace the semi-variance by the Upper-absolute-
deviation, defined by:

UpAbsDeVCost,) = ij . {Cosﬁk -EG }+

jaCos;.‘ =EG

where y={x}" is defined by the following two /inear constraints: y >x , and y > 0
and the Utility would now be the following linear expression:

U = EC + 1-UpsAbsDev(C)
This linearized version of the risk aversion is not available in the current MARKAL code.
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2. Reference Guide for Standard MARKAL

The purpose of this Reference Guide is to lay out the full details of the Standard
MARKAL®! model, including data specification, internal data structures, and
mathematical formulation of the model’s Linear Program (LP) formulation, as well as the
Mixed Integer Programming (MIP) and Non-Linear Programming (NLP) formulations
required by some of its options. As such, it provides the MARKAL modeler/programmer
with sufficiently detailed information to fully understand the syntax and purpose of the
data components, model equations and variables, and links these to the relevant GAMS
source code and to the Linear Programming Matrix shown in the separate spreadsheet
file, where appropriate. A solid understanding of the material in this chapter is a
necessary prerequisite for anyone considering making programming changes in the
MARKAL source code.

This chapter is divided into11 sections, as follows:

2.1 — Notation, syntax, conventions and definitions: lays the groundwork for
understanding the rest of the material in the Reference Guide;

2.2 — Sets: explains the meaning and role of various sets that identify how the
model components are grouped according to their nature (e.g. demand
devices, power plants, energy carriers, etc.) in a MARKAL model;

2.3 — Parameters: presents the user-provided numerical data as well as the
internally constructed data structures used by the model generator (and
report writer) to derive the coefficients of the LP matrix;

2.4 — Variables: defines each variable that may appear in the matrix, both
explaining its nature and indicating how if fits into the matrix structure;

2.5 — Equations: states each equation in the model, both explaining its role, and
providing its explicit mathematical formulation;

2.6 — The Lumpy Investment option

2.7 — The Damage Cost option

2.8 — The Endogenous Technological Learning option

2.9 — The Stochastic Programming option

2.10 — The MARKAL-MICRO version of the elastic demand mechanism.

2.11 — GAMS Modeling Environment for MARKAL.

Collectively, the information assembled in this Reference Guide provides a
comprehensive specification of the MARKAL model and its implementation. This
Reference Guide documents the multi-region MARKAL model formulation, but is also
directly applicable to single-region MARKAL by simply ignoring the notation, text, and
equations related to multi-regional issues. There are some slight (systematic) differences
in how the variables and equations are named, and how the code runs, and these
differences are mentioned in the various sections of the chapter.

3! The USDOE-EIA SAGE model is a particular variant of the core MARKAL code. As such most of the
references to Standard MARKAL apply to SAGE, with the notable exception of the Objective Function and
the NLP model variants.
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2.1 Notation, syntax, conventions and definitions

2.1.1 Basic notation and conventions

The next four sections describe the sets (section 2.2), parameters (section 2.3), variables
(section 2.4), and equations (section 2.5) that define the MARKAL linear programming
model. To assist the reader, the following conventions are employed consistently
throughout this chapter:
e Sets, and their associated index names, are in lower case, usually within
parentheses, e.g., (tch)*;
e Literals, explicitly defined in the code, are in upper case within single quotes, e.g.,
‘UP’;
e Parameters, and scalars (constants, i.e., un-indexed parameters) are in upper case,
e.g., AF(Z)(Y)*;
e Equations are in upper case with a prefix of MR_**, e.g., MR_ADRATI; and
e Variables are in upper case with a prefix of R_*°, e.g., R_ACT.

MARKAL tracks most activities (capacity, new investments, technology operation, non-
electric/heat commodity flows) at an annual level. Each parameter, variable and equation
thereby is related to a typical year within a period (MARKAL is typically run using 5-
year periods). For electricity and low-temperature heat, however, sub-annual flows and
technology operation are needed to track the seasonal/time-of-day dependent load curves
resulting from various energy service demands. Collectively, the season/time-of-day
splits are referred to as time-slices. MARKAL includes 6 pre-defined time-slices,
combining 3 seasonal divisions (Winter (W), Intermediate (I), and Summer (S)), with 2
time-of-day divisions (Day (D), and Night (N)).

2.1.2 GAMS Modeling Language and MARKAL Implementation

MARKAL consists of generic variables and equations constructed from the specification
of sets and parameter values depicting an energy system for each distinct region in a
model. To construct a MARKAL model, a preprocessor first translates all data defined by
the modeler into special internal data structures representing the coefficients of the
MARKAL variables of section 2.4 in the equations of section 2.5. This step is called
Matrix Generation. Once the model is solved (optimized) a Report Writer assembles the
results of the run for analysis by the modeler. The matrix generation, report writer and

32 For multi-region models R is appended to each set name though this is not reflected in this document.

3 For multi-region models R is appended to each parameter name though this is not reflected in this
document.

3 For single-region models MR _ is replaced by EQ . So EQ_ADRATI is the single-region constraint that
corresponds to MR_ADRATI.

3 For single-region models the R_ prefix is dropped. So ACT is the single-region variable that corresponds
to R_ACT.
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control files are written in GAMS>® (the General Algebraic Modeling System), a
powerful high-level language specifically designed to facilitate the process of building
large-scale optimization models. GAMS accomplishes this by relying heavily on the
concepts of sets, compound indexed parameters, variables and equations. Thus the fit
with the overall concept of the RES specification embodied in MARKAL is very strong,
and GAMS is very well suited to the MARKAL paradigm.

Furthermore, GAMS is so designed that the GAMS code is very similar to the
mathematical description of the equations provided in Section 2.5. Thus, the approach
taken to implement the model is to “massage” the input data by means of a (rather
complex) preprocessor that handles the necessary exceptions that need to be taken into
consideration to construct the matrix coefficients in a form ready to be applied to the
appropriate variables in the respective equations. GAMS also integrates seamlessly with a
wide range of commercially available optimizers that are charged with the task of solving
the MARKAL LP, MIP and NLP models. This step is called the Solve or Optimization
step. CPLEX or XPRESS are the optimizers employed to solve the MARKAL LP and
MIP formulations, and MINOS the NLP variants.

As already alluded to, MARKAL has several variants, such as Standard MARKAL,
MARKAL-MACRO, MARKAL-MICRO, and SAGE. The Standard formulation also has
optional features, such as lumpy investments, damage costs, endogenous technology
learning and stochastic programming. To accommodate this situation most of the model
is based upon the same core GAMS code.

2.2 Sets

A detailed understanding of the MARKAL variables and equations must start with the
definition of all sets used in the model. The use of carefully defined sets enables
MARKAL to succinctly define the elements of the MARKAL Reference Energy System
(RES). The nature of an element of the RES is defined by its (possibly multiple) set
memberships. For example, an energy carrier that is a fossil fuel belongs to two sets,
ENC (the name given in MARKAL to the set of all energy carriers) and EFS (the name
given in MARKAL to the set of all fossil energy carriers).

Set memberships determine the parameters or input data permitted for each component of
a MARKAL RES. Thus if a technology is described as a resource supply option different
parameters are used to describe it than those used for say demand devices. The set

definitions ultimately serve as indices for MARKAL parameters, variables and equations.

The components of a MARKAL model are broken into five primary groups
corresponding to:

3% GAMS A User’s Guide, A. Brooke, D. Kendrick, A. Meeraus, R. Raman, GAMS Development
Corporation, December 1998.
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e Demands for energy services (e.g., residential heating, commercial cooling,

passenger transport);

Emissions (e.g., CO,, SOx, NOx);
Energy carriers (e.g., coal, oil, gas, electricity);
Materials (e.g., bauxite); and
Technologies, that are split into resource supply or export options (e.g., oil

imports, gas exports, coal mining, oil/gas extraction) and actual technologies
(power plants and heat plants, process technologies that convert standard energy
forms into other forms (e.g., a refinery, pipeline)), and end-use devices satisfying
energy services (e.g., cars, air conditioners).

This split corresponds to the highest-level sets in MARKAL as noted in Table 2-1, below.
Besides indicating how components fit into the underlying RES, membership in these
groups also controls which other subset groupings are permitted (e.g., energy carriers are
split between fossil, renewable, etc.; technologies into power plants, demand devices,
etc.), as well as what actual data can be associated with a RES component (e.g., emission
rates only for emissions, resource supply cost only for resources, investment cost only for

technologies).

Table 2-1. Main RES Components Sets

RES Component

Main Sets

Key Subsets

Description

Demand Services dm All demand sectors.

Emissions env gwp All emissions or other environmental indicators
associated with the energy system, grouped by the
modeler (for instance using a global warming
potential or other multiplier when desired).

Energy Carriers/ ent enc All energy or material commodities (i.e. all

Materials elc commodities excluding emissions and demand

Ith services) present in the RES, broken out into energy
mat carriers [electricity (elc), low-temperature heat (Ith),
and other energy carriers (enc)], and materials (mat)].

Technologies srcencp -- All resource supply options and export options.

tch con All (non-resource) technologies, broken out into
dmd Conversion Plants (con), Demand Devices (dmd), and
pre Processes (prc).

Note that sets are qualitative rather than quantitative data. The complexity, scope, detail,
and size of the model is determined by the number and types of elements included in the
sets. In order to include technologies, fuels, emissions and energy service demands in the
model they must be properly declared as members of the relevant sets.

Two types of sets are employed in the MARKAL modeling framework: user input sets
and internal sets. The sets of the first group are the responsibility of the modeler, who
assigns the RES components to the appropriate sets, such as the primary groupings just
mentioned in Table 2-1 above. Membership in the internal sets is determined by the code




for the matrix generator and report writer. Internal sets serve to both ensure proper
exception handling (e.g., from when is a technology available, in which time-slices is a
technology permitted to operate), as well as sometimes just to improve the performance
or smooth the complexity of the actual model code. As noted earlier and elaborated in
Table 2-2 of Section 2.2.2, in this documentation a one-letter index is used — instead of
the actual set name employed in the code — when the sets, parameters, equations and
variables are presented in the various Tables and mathematical formulas.

When running multi-region MARKAL the sets and parameters have a suffix (“ R”)
appended to their names, and reg as the first index. However, this suffix and the index are
not indicated in the Tables of this chapter.

The two distinct groups of sets in MARKAL, User Input Sets and Internal (source code
generated) Sets, are discussed in the following subsections.

2.2.1 Overview of User Input Sets

As noted in the previous section, sets are defined according to their role in the RES as:
Demands;

Emissions;

Energy Carriers;

Materials; and

Technologies.

In the subsequent sub-sections (2.2.1.1 through 2.2.1.6) each of the user input sets is
defined in detail, including an explanation of the implications for the model when an item
is assigned to each set.

2.2.1.1 Demand Sets

The elements of the master demand set (dm) define the different categories (or end-use
sectors) consuming energy services included in the model. As well as being assigned to
set (dm), each demand service must also be assigned to one of six main end-use demand
categories, depicted in Figure 2-1, where:

AGR is the set of energy services associated with the agricultural sector;
COM is the set of energy services associated with the commercial sector;
IND is the set of energy services associated with the industrial sector;
NON is the set of energy services associated with the non-energy sector;
RES is the set of energy services associated with the residential sector, and
TRN is the set of energy services associated with the transportation sector.

Within each of these sectors there may be any number of sub-sectors representing
specific demand for energy services. For example, in the commercial sector there may
space conditioning (both heating and cooling), lighting, hot water, etc. By convention a
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sub-sector name begins with the first character of the demand sector it belongs to, e.g., a
commercial sub-sector name begins with “C”; and the names of devices that service a
sub-sector begin with the sub-sector name, e.g., if the commercial cooking sub-sector is
named “CCK” then by convention devices that service this sub-sector have names
beginning with “CCK”. Note that while MARKAL does not require such naming
conventions, the adoption of carefully thought out naming conventions greatly facilitates
the task of working with a large MARKAL model.

Hierarchy of Demand Sets
LI RES

Figure 2-1. Hierarchy of demand sector sets

There is one other aspect of characterizing demands that are serviced by devices
consuming electricity or low-temperature heat: this is indicating whether or not the shape
of the load curve for the demand is uniformly spread over the year or demand specific. In
the former case (specified by set unifdist) the default regional load shape (specified by
parameter QHR(Z)(Y)) is used, and in the latter case the user provides the demand
specific shape by means of the demand load fractions (FR(Z)(Y) for the non-unified
distribution).

2.2.1.2 FEmission Sets

The elements of Emission (or Environmental Indicator) sets (env) identify the
environmental indicators that are to be tracked throughout the RES by the model
according to the activity of, capacity of, or new investments in technologies, sources, and
sinks. The modeler may also use the Emission Indicator to monitor any other entity that
can be directly associated with components of the RES (e.g., land-use).



Besides the complete list, a subset may be defined that represents greenhouse gas
emissions that are subject to global warming potential estimates. The individual
emissions can then be associated with an aggregate indicator by means of an emission-to-
emission mapping parameter (ENV_GWP). The same technique may be used to compile
sector or total emissions by providing an ENV_GWP entry of units between two
indicators.

2.2.1.3 Energy Carrier Sets

Energy carriers flow between the various technologies and other entities in the Reference
Energy System establishing the inter-connectivity between the technologies.

Energy carriers are organized into sets according to the hierarchy tree shown in Figure
2-2 below. See Table 2-3 for details.

Hierarchy of Energy Carrier Sets

-/F\-

Figure 2-2. Hierarchy of energy carrier sets’

As part of describing an energy carrier to the model the modeler must assign it to one of
several types according to the nature of the energy carrier, e.g., fossil (efs), synthetic
(esy), nuclear (enu), renewable (ern), high-temperature heat (ehc), and in the case of
fossil or synthetic energy carriers the form (solid, liquid or gas). The modeler needs to be

37 Though not depicted in the schematic, in the GAMS code the set ENT actually encompasses all primary
flow commodities (other than emissions and demand services) and thus includes both energy and materials
(the latter not shown).
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aware of the consequence of including an energy carrier in certain sets, most notably
renewables (ern). Where energy carriers are characterized as renewable and no physical
resource option is provided via srcencp (e.g., solar, wind) it is assumed that they are
unlimited and they are tracked in a non-binding balance equation (MR _BAL N), as
opposed to a greater than or equal to constraint (MR _BAL _G) or slack balance constraint
(MR _BAL S) employed for the other energy carriers (including those renewables for
which a physical resource limit is provided). Thus under normal circumstances the
production of an energy carrier is expected to equal or exceed the consumption of that
energy carrier.

As has already been suggested in the context of demand sub-sectors and demand devices,
the adoption of carefully thought out naming conventions for energy carriers greatly
facilitates the task of working with a large MARKAL model. In particular, naming
conventions are suggested so as to better impart the nature of the energy carrier by
indicating the kind of energy (e.g., coal, oil, gas, electricity) and the sector in which this
particular instance of the energy carrier appears (e.g., upstream, “feeding” residential or
commercial, etc). So adopting COMDSL, COMGAS, COMELC, COMCOA, etc, would
identify the particular instance of diesel, gas, electricity, coal and other energy carriers
that directly feed the commercial sector.

2.2.1.4 Material Sets
Materials are organized into sets according to the hierarchy tree shown in Figure 2-3

below, divided by the way their material is measured (by weight — mwt, or by volume —
mvo).

Hierarchy of Material Sets

ENT

MAT
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Figure 2-3. Hierarchy of material sets

The modeler needs to be aware of the consequence of describing a commodity as a
material. All materials are subject to a material balance equality constraint

(MR_BAL _E). Thus, the production of a material is forced to equal the consumption of
that material®®. As noted previously, in the GAMS code the set (ent) actually
encompasses energy carriers as well as materials.

2.2.1.5 Technology Sets

Technologies are central to the definition of a RES and most of the user-provided input
data is associated with them. While there are quite a large number of technology sets in
MARKAL, there are just four main technology groups: resources, processes, conversion
plants, and demand devices. The primary nature of a technology is determined by the sets
to which it is assigned, although in some cases data parameter instances further refine
some aspect of a technology (e.g., peaking only devices, or decentralized power plants).
As aresult there is a more complex hierarchy and inter-relationship between the
technology sets than between the commodity sets.

The basic topological principle of the MARKAL RES is that commodities flow between
technologies. For the most part, technologies consume one or more commodities and
produce other, different commodities. More precisely, no technology, other than storage
plants (stg), is allowed to have the same commodity as an input and an output, at least not
using the same commodity name. This is what enables the RES connectivity to be
unambiguously defined by the model code without the need to explicitly define actual
inter-connections (links and nodes) embodied in the RES network. For certain classes of
technologies noted below commodities may only be produced or consumed, but not both.

As previously noted, technologies are divided into four main groups, listed and depicted
(in Figure 2-4) below, then elaborated upon in the rest of this section.

e Resources (srcencp) — are the extraction, import or export of a commodity that
enable resources to enter/leave the RES. Resources may also consume
commodities (e.g., electricity for mining). The resource technologies are treated
separately and distinctly from the rest of the technologies, and have fewer
parameters.

e Processes (prc) — are technologies that convert input commodities into output
commodities, where the output commodities exclude electricity, heat, and demand
services. Typical processes include refineries, pipelines, boilers, and emission

* The modeler can made good use of this feature. As an example, consider the case of a gaseous effluent
that may either be processed by a depolluting device, or be vented into the atmosphere and then be
subjected to a tax. If the balance constraint for this commodity were an inequality, the model would
certainly choose to make that effluent “disappear” by allowing some slack in the balance constraint; in this
case, the effluent would neither be taxed nor processed. This undesirable behaviour of the model is
impossible when the balance constraint is an equality.
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reduction technologies. They may also be introduced to the RES to facilitate (sub-
sector) tracking of commodities and/or emissions.

e Conversion plants (con) — are technologies that produce electricity and/or low-
temperature heat. These technologies require special handling, as their activity is
at a sub-annual or time-slice level.

¢ Demand devices (dmd) — are the only technologies that can meet the demands for
energy services. As such they typically consume commodities but output one or
more services rather than another commodity.

Hierarchy of Technology Sets

SRCENCP TCH

PRC CON

Figure 2-4. Main hierarchy of technology sets

The main technology sets are further sub-divided to indicate the specific nature of each
technology. Many of these sub-sets affect the matrix generator while some are strictly
used for grouping technologies for reports. In Section 2.2.3 each of the user sets is
discussed, with Table 2-3 providing detailed descriptions of the purpose of the set and
how membership influences the model. Each of the four main core technology groups is
presented in the subsequent sub-sections.
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Relationship of Technology Groups
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Figure 2-5. Relationship of technology groups

Resource Supply Sets (Sources and Sinks)

Resource supply options (srcencp) define the way commodities enter or leave the RES
for each region. They are divided into five primary groups according to the nature of the
resource supply activity as described here.

e EXPort — enables a commodity to leave the area of study, or be exchanged
between two regions by allowing the commodity to leave the current region. As
part of the (regional) energy balance exports are consumption activities, with any
associated emissions leaving the region with the commodity (if desired, by means
of a negative emission coefficient).

e IMPort — enables a commodity to enter the area of study, or be exchanged
between two regions by allowing the commodity to enter the current region. In the
(regional) energy balance imports are production activities, with any associated
emissions charged to the region (if desired).

e MINing or extraction — is the domestic production of a resource such as mining of
coal or the production of oil or gas.

e ReNeWable — identifies those sources producing physically renewable resources
such as municipal solid waste, biomass, etc.

e STocKpiling — is the movement into/out of a stockpile of a commodity. The
commodity must first be supplied to the system by means of a resource activity or
process. The stockpiled commodities are accumulated, passed from period to
period and drawn down as necessary. Stockpiling is most often used for
representing nuclear fuel cycles. Commodities remaining in a stockpile at the end
of the modeling horizon are “credited back” in the objective function.
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The modeler is strongly encouraged to follow the approach outlined below when naming
the individual resource options:

e The first three characters of the resource name should correspond to one of the
five primary group names (EXP, IMP, MIN, RNW, STK) just discussed.

e The next 3-6 characters should correspond to the primary output (or input in the
case of exports) commodity associated with the resource activity. It is strongly
recommended that these characters match the name of the commodity indicated
by the OUT(ENT)r parameter (see section 2.3).

e The last character is a unique alphanumeric that serves as the supply step cost
indicator, so that a number of similar resource supply options but with differing
costs can be defined for the same commodity.

The reason for encouraging the modeler to follow this approach is that if it is not
followed, and there is a need to look into the actual GAMS listing (.LST) file (usually
only necessary if the model is infeasible) then there may be a potentially confusing
difference between what appears in the GAMS .LST file and what might be expected
based on the resource name.

There is one other aspect of naming resource supply options that the modeler needs to be
aware of. For bi-lateral trade the cost step (last character) of the corresponding
import/export options in the two regions MUST be the same, though the commodities

traded are permitted to have different names in each region.

The hierarchy for the resource supply options is shown in Figure 2-6.
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Hierarchy of Technology Sets
Resource Supply Options

SRCENCP

Figure 2-6. Hierarchy of resource supply sets

Process Sets

Processes are the most prevalent type of technology that can be depicted in MARKAL.
They can consume any commodity except low-temperature heat, and output any other
except electricity, low-temperature heat and demand services. They range from pipelines
to gasification plants or refineries. They are also commonly used to model emissions
reduction options, including sequestration.

Under most circumstances the inputs and outputs are in fixed proportions relative to the
activity of the process, with the exception of flexible limit processes (identified by means
of the LIMIT parameter) that permit variable levels (within a specified range) of the
individual outputs from a process. Processes are divided into two primary groups
according to whether they primarily handle energy or materials. That is not to say that a
process cannot use or produce both energy and materials, but it is the modeler’s
responsibility to ensure that all units and relationships are consistently defined. The
material processes are further split into those that are modeled in terms of volume versus
weight.

Any process can be further qualified as to its operational nature by assigning it additional
set characterizations if appropriate (e.g., night storage (nst) or externally load managed
(xpr), and reporting type (renewable (rnt) and dummy (dum)). Night storage processes
(nst) strictly consume off-peak electricity during the night to produce their annual output;
an example might be hydrogen production. This hierarchy is shown in Figure 2-7 below.
See Table 2-3, Definition of User Input Sets, for further elaboration as to the role of each
of the sets and their implication on the model structure.
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Hierarchy of Technology Sets
Processes

Figure 2-7. Hierarchy of process sets

Conversion Plant Sets

Conversion plants are the most elaborate and complicated technologies depicted in a
MARKAL model. This is to be expected, as they are the technologies that handle the
production of the time-sliced energy carriers electricity and low-temperature heat. But
besides that, there are several types of conversion plants that can be modeled including
ones that only produce electricity (ele and stg), those that can produce both electricity and
heat (cpd), and heating only plants (hpl). Among these three major groups the power
plants, except for storage plants, can be characterized as centralized (cen) or
decentralized (dcn). In addition these facilities can be either base load (bas) or non-load
management (nlm) plants, or neither of these. Both base load and non-load management
plants can contribute to meeting the base load constraint, but the former are required to
operate at the same level day and night. This is often the case for most nuclear and large
coal-fired power plants. All of the plant types, other than coupled heat and power, may
also be characterized as externally load managed (xlm). Such plants operate according to
a fixed operational profile, rather than the flexible nature under which most plants
operate. This feature is most often used for renewable technologies where the operation
of the plant is dependent upon external factors (such as weather that affects solar and
wind technologies). The conventional electricity only plants may also be characterized as
hydroelectric (hde) that permits them to be subject to annual or seasonal reservoir
availability, as will be seen later. Finally, electricity and heat grid interchange links (Ink
and hlk respectively) can be identified. Such technologies accept electricity or heat from
one grid and release it to another. This hierarchy is shown in Figure 2-8 below. Note that
the FOS, NUC, and REN sets are defined by the model by examining the type of input
energy carrier required by their members. For instance, if a power plant has some fossil
fuel as input, it is automatically put in the FOS set.
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Hierarchy of Technology Sets
Conversion Plants
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Figure 2-8. Hierarchy of conversion plant sets

Besides the sets shown in Figure 2-8 there are other characteristics that can be assigned to
conversion plants: some plants may be designated as peaking only devices. Such plants
(which cannot be coupled heat and power or externally load managed facilities) are
identified by means of a parameter (PEAK TID(CON)), discussed in section 2.3.

See Table 2-3, Definition of User Input Sets, for further elaboration as to the role of each
of the sets and their implication on the model structure.

Demand Device Sets

Demand devices are modeled in a simpler manner than other technologies in that their
level of activity is derived directly from the installed capacity in place based upon a fixed
capacity utilization factor. In addition they can only accept commodities in fixed
proportions. Typically they provide demand services to a single sector, although there is a
provision for devices to service multiple demands (e.g. a furnace may feed hot water and
heat). The only additional set characterization that can be associated with a demand
device is to indicate that it is a renewable technology (rnt) or a night storage technology
(nst). The latter indicates that the technology consumes off-peak (night-time) electricity,
for example a battery or electric car that is charged in the evening. This hierarchy is
shown in Figure 2-9. See Table 2-3, Definition of User Input Sets, for further elaboration
as to the role of each of the sets and their implication on the model structure.
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Hierarchy of Technology Sets
Demand Devices
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Figure 2-9. Hierarchy of demand device sets
2.2.1.6 Other User Input Sets
There are three other sets that may be supplied by the modeler.

The first is the list of user-defined ad hoc (or user) constraints (referred to in the GAMS
code as the set (adratio)). These constraints are used to define special circumstances to
the model that cannot be handled using the conventional constraints of the model. Some
examples might include:

e Grouping competing technologies into market share groups to ensure that a
particular set of technologies does not acquire more or less than a given market
share;

e Establishing a renewable energy portfolio standard that requires a percent of total
generation to be met by renewable technologies; and

e Tying the capacity of two technologies to one another (e.g., applying an emission
reduction technology to existing power plants, using two separate demand devices
to represent one physical device —e.g. a heat pump serving both heating and
cooling demands).

The set of user-defined constraints (adratio) is simply the list of all such constraints.

These specialized constraints are discussed in Section 2.5. In multi-region models there is
also the ability to define cross-region user-defined constraints (xarat).
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In order to employ the Endogenous Technology Learning mechanism (ETL for
MARKAL), the modeler needs to provide the list of learning technologies as the set (teg).
The technology learning capability is described in Section 2.8.

Another set that may be defined by the user is the list of commodity-based tax/subsidies
(taxsub) that may be imposed on the energy system. The effect of a tax/subsidy is to
increase or decrease the relative cost of a technology/commodity at various points in the
system.

2.2.2 Sets and Indexes

As a reminder a short table of indexes is provided below. The process of constructing the
parameters, variables and equations that control the actual intersections in the matrix is
controlled by subsets of the referenced indexes, particular with regard to the technology
references. For the most part these indexes correspond directly to user input sets
discussed in section 2.2.3. The reader is referred to that section for a fuller description of
each index, and for an indication of how entries in the sets influence the resulting model.

Table 2-2. Definition of indexes and their associated sets

Index | Input Set Description

a adratio,xarat |The user-defined Ad hoc constraints that are used to guide market
splits, group limits for technologies, etc., for each region (adratio) or
across regions (xarat).

b bd Bounds or right-hand-side constraint types (‘LO’,'FX’,*UP’, and
variations thereof (e.g., ‘MIN’,‘FIX’,"MAX")).

c p The Costs, or step indicators, for the resource supply options.

d dm The useful energy Demand sub-sectors.

e ent/mat The Energy carriers and materials.

g trd The Globally traded (as opposed to bi-lateral) commodities ((ent) or
(env)).

p tch The technologies or Processes.

T reg The Regions for a multi-region model.

s srcencp/sep |The resource Supply options, including those serving as the trade
variables into/out of the regions.

t year/tp The Time periods for the data (year) and requested for the current
model run (tp).

txs taxsub The TaXes/Subsidies on a technology/commodity combination.

u step The steps used to approximate (linearize) the elastic demand curves
(consumer Utility).

\ env The emissions or enVironmental indicators.

w td=z+y The (pre-defined) season/time-of-day compound indexes (season (z)
and time-of-day (y)) identifying the time-slices When an activity
related to electricity or low-temperature heat occurs.
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Index | Input Set Description
X ie Export/import eXchange indicator. Note: the definition of the set (ie)
is internal to the model and fixed at ‘EXP’ for exports and ‘IMP’ for
imports. But for any trade variables defined over (ie) there are only
variables for the instances for which the modeler has explicitly
provided data.
z z The (pre-defined) seasons for electricity and heat generation.

2.2.3 Synopsis of User Input Sets

In Table 2-3 the main sets seen by the modeler are listed. For each set a short description
is provided, along with any Alias/Linked sets associated with the main set. The
Alias/Linked sets are either directly mapped to the main set, or directly derived subsets of
the main set. For the most part such subsets have compound names (e.g., basnuc) built
from the various main sets from which they are derived, and are created as the
intersection or union of the named sets, possibly subject to certain other conditions. These
sets are used subsequently in the code to conditionally control execution of the matrix
generator and/or report writer, or to improve the performance of the code for frequently
used indexes and conditions. (The Linked sets are further defined in Table 2-4: Definition
of Internal Sets.) The Description column has two purposes. It first provides a brief
statement of what the set is all about, and then a series of bullet points indicates how the
set impacts the model structure.

Table 2-3. Definition of user input sets

Set ID/
Index

39,

Alias/ Description*
4 | Linked"

ADRATIO

(a/m)

xarat The list of user-defined ad hoc constraints, or ADRATIOs, for a region
mkt id |(adratio) or across regions (xarat).
adr xxx |For each user-defined constraint (not a cross-region constraint), a

MR _ADRATN equation is created (as long as a RAT RHS entry is

provided).

e For each cross-region user-defined constraint a MR_XARATn equation
is created (as long as a XARATRHS entry is provided).

e The adr_xxx sets indicate which technologies are involved in which
user-defined constraints and using which variables (R_ACT, R _CAP,
R INV,R TCZYH,R TEZY,R THZ, R TSEP).

** The SetID column uses upper case for the input sets, breaking with the convention employed in the rest
of this document, to distinguish them from the single-character indexes (in parentheses).

* The SetIDs are used in the GAMS code as indexes into other sets, the parameters and the matrix
rows/columns. For those SetIDs that correspond to indexes used in this document the index character is
given within parentheses after the SetID.

*I The user input sets are often combined into the Alias/Linked related sets for use in the GAMS code.
ONLY those users interested in gaining an understanding of the underlying GAMS code need to become
familiar with the Alias/Linked sets.

*2 In the Description column the bulleted entries address the implications for the model of including an item
in the Set.
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Set ID/ Alias/ Description*
Index™* Linked"'

BAS basnuc |Base load power plants. These are plants that tend to operate continuously

cenbas |(e.g., nuclear or large fossil-fired) and are thus forced to operate at the same
con levels day and night, within a season, in the model.

cpdbas |e  Contributes to the base load constraint (MR _BAS) that limits the

elabas fraction of highest night-time demand that can be met by such plants.

claxbas |e If there are no entries in BAS the constraint is not generated.

BD Bound type = ‘LO’, ‘FX’, ‘UP’, ‘'NON”.

(b) e Indicates the nature of a bound (or RHS if a user constraint) that is
applied to a variable (or equation), as well as the direction of the
demand elasticity specification. For example, the modeler may wish to
disallow investment in new nuclear capacity. This can be accomplished
by putting an upper bound of zero on the appropriate new investment
variable (via the IBOND(BD) parameter).

BI_TRDELC The 2-tuple of region/electricity involved in bi-lateral trade of electricity by
season/time-of-day. For each form of the electricity energy carrier an
associated import/export supply option (srcencp) must also be specified for
the same cost step (¢). Note that the trade is unidirectional, that is only from
export to import region, and that it only occurs for the time-slices specified.
e Controls the generation of the bi-lateral electricity trade constraint

(MR_BITRDE) between two regions for the time-slices specified.

e The time-sliced electricity trade variable (R_TSEPE) is set equal to the
traditional trade variable (R_TSEP), that is then used in the objective
function, emission constraints, etc.; the seasonal variable appears
directly in all the electricity specific constraints (MR_BALE, MR _BAS,
MR_EPK).

e Only for multi-region models.

BI TRDENT The 2-tuple of region/commodity involved in bi-lateral trade. For each
commodity an associated import/export supply option (srcencp) must also be
specified for the same cost step (c). Note that the trade is unidirectional, that
is only from export to import region.

e Controls the generation of the bi-lateral commodity trade constraint
(MR_BITRD) between two regions.

e Only for multi-region models.

CEN con Centralized electric (ela), heat (hpl) and coupled-production (cpd) power
cenbas |plants. These plants have associated investments in transmission and
cencpd [distribution infrastructure whenever new capacity is added, and the energy
elacen |generated is subject to transmission losses. Centralized and decentralized

(dcn) plants incur distribution costs as well.

e The cost of expanding the centralized grid (ETRANINYV for electricity,
DTRANINY for heat) is added to the investment cost (INVCOST)
associated with each unit of new capacity, along with the distribution
cost for electricity (EDISTINV).

e The cost of keeping the grid operational (ETRANOM for electricity,
DTRANOM for heat) is added to the total cost according to the installed
capacity of the grid.
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Set ID/ Alias/ Description*
Index™* Linked"!

CON pon All conversion plants, that is those technologies producing electricity and/or

tch low-temperature heat.

e The technology is modeled at a finer operational level, season/time-of-
day (td=z+y) for electricity plants (ela, R. TEZY/R_TCZYH) and
season (z) for heating plants (hpl, R_THZ), unless externally load
managed (xIm, or lifetime (LIFE) = 1 period and no investment cost
(INVCOST) is specified).

CPD cencpd [The subset of conversion plants that produce both electricity and low-

con temperature heat. These are sometimes referred to as coupled-production
cpdbas [plants.
dencpd e The technology output is modeled at the season/time-of-day level.
ela e I[fthe plant has a flexible pass-out turbine (CEH(Z)(Y)), then a separate
tpepd variable is generated for the dynamic heat output (R_ TCZYH),
otherwise the heat produced is calculated directly from the electricity
production variable (R TEZY).

CPTEL $SET  |Switch indicating whether the capacity transfer equation (MR _CPT) for
switch, [conversion plants (con) and processes (prc) is to be an equality (=E=, the
added |default), or an inequality (=L=).

manually by
the user to
the GAMS
command
files

DM All useful energy demand sub-sectors.

(d) e An equation is created (MR _DEM) to ensure that the combined output
of all demand devices (dmd) servicing the demand meets or exceeds the
demand.

e The reporting subsystem breaks the demands and demand devices (dm,
dmd) out into sectors passed upon the first character of their name
(Agriculture, Commercial, Industrial, Non-energy, Residential,
Transportation).

DMD tch The demand devices. Demand devices are different from other technologies
dmd dm [in that they usually do not produce an energy carrier (or material), but rather
dmd_dms |provide end-use demand services.

dmdnst |e  Only demand devices can deliver demand services, and thus satisfy the
tpdmd demand constraint.

e Demand devices are assumed to operate if built. Therefore in the model
their activity/output is determined directly from the level of installed
capacity (R_CAP) and there is no separate variable for the activity (c.f.
the situation with process (prc) and conversion (con) technologies).

e The reporting subsystem breaks the demands and demand devices (dm,
dmd) out into sectors passed upon the first character of their name
(Agriculture, Commercial, Industrial, Non-energy, Residential,
Transportation).

DUM The reporting of the production and use of commodities by technologies in

this set is suppressed.
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Set ID/ Alias/ Description*
Index™* Linked"!
ECV enc Those energy carriers that are considered conservation.
enc_ n |e Conservation energy carriers are tracked by a non-binding balance
equation (MR _BAL N) that simply monitors the total fossil equivalent
(FEQ) consumption.
EFS enc Those energy carriers that are considered fossil energy carriers.
enc_g |eo Controls the generation of the non-binding fossil
(MR_FOSSIL/TFOSSIL) and non-renewable
(MR_NONRNW/TNONRNW) accounting equations.
e Used for some of the ANSWER report tables, and when building
production/consumption Tables in VEDA by fuel types.
EHC enc Those energy carriers that are considered high-temperature process heat.
enc_g |e Used for standard MARKAL reports TO3 and TOS, and when building
production/consumption Tables in VEDA.
ELC e Electricity energy carriers, where for regions with multi-grids there may be
ent more than one.
e For each electricity energy carrier there are a series of time-slice based
electricity equations generated for the production/consumption balance
(MR_BALE), the peaking requirements (MR _EPK), and the base load
constraint (MR BAS).
ELE ela The subset of conventional conversion plants that produce only electricity,
excluding storage (stg, e.g., pumped hydro) facilities.
e For all such power plants not subject to external load management
(xIm), activity is modeled by season/time-of-day (R TEZY) as a
function of the installed capacity (R _CAP) and the associated
availability factor (AF/AF(Z)(Y)) by means of a utilization equation
(MR_TEZY).
e Identifies which technologies contribute to the time-slice based
electricity equations for the production portion of the balance equations
(MR_BALE), the peaking requirements (MR _EPK), and the base load
constraint (MR BAS).
ENC ent All energy and material commodities, except electricity and heat.
mat
ENT elc All energy and material commodities, including electricity and heat.
(e) enc
Ith
mat
ENU enc The nuclear energy carriers.
enc_ g |eo Used for standard MARKAL reports TO3 and TOS, and when building
production/consumption Tables in VEDA.
ENV gwp All emission indicators.
)
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Set ID/ Alias/ Description*
Index™* Linked"!
ERN enc Those energy carriers that are considered renewable.
ernxmac |e  Renewable energy carriers for which no resource supply option is
mac provided are considered “free” (e.g., solar sunlight, the wind) and are
tracked using a non-binding fossil equivalent (FEQ) accounting equation
(MR_BAL N).

e Renewable energy carriers for which a resource option is provided (via
RNWencp) are handled as all other energy carriers by means of a greater
than or equal to balance constraint (MR _BAL_G). They are often
tracked by a parallel fossil energy equivalent (FEQ) accounting
renewable energy carrier.

ESY enc Those energy carriers that are considered synthetic or derived/transformed
enc_g |(e.g., hydrogen). The set has no explicit impact on the matrix or reports,
except to complete the list of all standard energy carriers (enc).
FEQ The set is a short name for Fossil Equivalent, and contains a single reserved
element ‘FEQ’.

e The fossil equivalent value corresponds to the reciprocal of the average
efficiency of the fossil fuel power plants (in a region), and is used for
reporting the primary energy equivalent of renewable energy use.

GAZ efs Gaseous fossil energy carriers.
ent e Used for standard MARKAL Tables T02-T05, and VEDA reporting.
G _TRADE Any commodity, including emissions, that is to be traded globally.
(2)
HDE ela Hydroelectric power plants.

e Identifies those power plants that are subject to annual or seasonal
reservoir management (MR _ARM/MR_SRM).

e Used for construction of power plant tables by type in VEDA.

HEATCOOL Indicator whether the (Ith) peaking constraint for heating/cooling will be
modeled for the winter (heating) or summer (cooling). Default is “W’inter.

HLK hpl Heat grid inter-connection or link conversion technologies. These
technologies consume and produce differently named heat energy carriers.

e Heat grids are modeled at the seasonal level (R THZ), unless defined as
externally load managed (xlm).

e These technologies contribute to the season based heat equations for the
production/consumption portions of the heat balance (MR _BALDH)
and the peaking requirement (MR HPK) equations.

HPL con The subset of conversion plants that produce only low-temperature heat.
tphpl e For each heating plant not externally load managed (xIm) the activity is
tracked by season (z) as a function of the installed capacity (R_CAP)
and availability (AF/AF(Z)(Y)) by means of a utilization equation
(MR_THZ).

e Identifies which technologies contribute to the season based heat
equations for the production portion of the heat balance (MR _BALDH)
and the peaking requirement (MR HPK) equations.

LIQ efs Liquid fossil energy carriers.
ent e Used when building production/consumption standard tables T02-T05,

and by VEDA for fuel types.
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Set ID/ Alias/ Description*
Index™* Linked"!

LNK ela Electric grid inter-connection or link conversion technologies. These
technologies consume and produce differently named electric energy
carriers, as opposed to storage (stg) technologies that consume/produce the
same electricity.

e Such grids are modeled at the season/time-of-day level (R_TEZY),
unless defined as externally load managed (xIm).

e Identifies which technologies contribute to the time-slice based
electricity equations for the production/consumption portions of the
balance (MR_BALE) equation, the peaking requirements (MR_EPK),
and the base load constraint (MR BAS).

LTH ent Low-temperature heat energy carriers, where for regions with multi-grids

h there may be more that one.

e For each low-temperature heat energy carrier, there are a series of
seasonally based heat equations generated for the
production/consumption balance (MR _BALDH) and the peaking
requirements (MR HPK).

MAT ent Those commodities designated as materials.

mvo e The production and use of such commodities are modeled using an
mwt equality constraint to ensure that the amount produced does not exceed
the amount consumed (MR _BAL E).

e Used when building production/consumption Tables in VEDA by fuel
types.

MVO mat Those materials tracked by volume.

MWT mat Those materials tracked by weight.

NLM Subset of conversion plants that can meet system base load requirements,
but do not have to have the same day/night production.

e Such technologies are included in the plants meeting the baseload limit
(MR _BAS), but operate independently day/night during any season.

NST dmdnst |Processes (prc) and demand devices (dmd) that consume electricity only at

prenst  |night while supplying energy and demand services annually.

e Such technologies enter only the off-peak (night) electric balance
equations (MR BALE).

NUR List of reactor types.

e Used when building Tables in VEDA by reactor types.

e Not available as a User Input Set in ANSWER.

P The cost step associated with each resource supply option (srcencp). Taken

(©) directly as the last character of the name of the resource option.

e Note that for the specification of bi-lateral trade, the same cost step (P)
must be designated to identify individual trade routes.

e In ANSWER, P is not a User Input Set, but rather is the set comprised of
the last characters of all the resource options.
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Set ID/ Alias/ Description*
Index”*’ Linked"'
PRC pon The process technologies. Those non-resource technologies not explicitly
prenst  |characterized as belonging to the power sector (con) or as demand devices
tch (dmd).
tppre e For each process not treated as externally load managed (xpr), activity is
zpr modeled annually (R_ACT) as a function of the installed capacity
(R_CAP) and the associated availability factor (AF). This is controlled
by means of a utilization equation (MR _UTLPRC).
REG Each of the regions in the model. Note that for each region self-contained
(r) input datasets are generated containing the model specification for that
region.
RNT Those technologies that are to be excluded from the MARKAL

MR _PRICER non-binding total system cost excluding renewable

technologies.

e Used when building production/consumption Tables in VEDA by fuel
types.

SLD efs Solid fossil energy carriers.
ent e Used when building production/consumption tables T02-T05 and by
VEDA for fuel types.
SRCENCP sep List of the resource supply options, including imports and exports. The
(s) (src,ent,p) [single SRCENCP member names are actually composed of three sub-
tpsep components (src,ent,p) that are derived by the preprocessor (sep).

e For each resource supply option there is an associated variable
(R_TSEP).

e The resource supply variable appears in all appropriate balance
(MR_BAL, MR _BALE), electric peaking (MR_EPK) and base load
(MR _BAS), and emission (MR _TENYV) constraints, as well as the
objective function (EQ_PRICE if single region, MR _OBJ if multi-
region).

e Itis strongly recommended that the modeler use the same characters for
the commodity part (ENT) of the name (srtcENTp, characters 4 through
up to 9) as the primary output (OUT(ENT)r)) to avoid a possible mix-up
with respect to the actual names employed in the GAMS model run and
those provided by the modeler.

e For bi-lateral trade, including electricity, there must be a corresponding
srcencp entry, where the p-index identifies the particular trade route
between the importing/exporting countries.

STG con Conversion plants that produce electricity only during the day, consuming
ela off-peak night-time electricity to charge the storage (e.g., pumped storage).

e In the model structure no night-time activity variable (R_TEZY) is
generated, but rather the corresponding daytime variable is used to
determine the amount of night electricity needed to refill the reservoir.

TAXSUB The name of the tax/subsidy constraints for commodity/technology
(txs) combinations.

e For each tax/subsidy entry an associated constraint (MR _TXSUB) is
generated to which each identified commodity/technology combination
contributes, and the associated balance variable (R_TXSUB) enters the
objective function (EQ_PRICE if single region, MR _OBJ if multi-
region).
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Set ID/ Alias/ Description*
Index™* Linked"!
TCH con The master list of all technologies (process technologies (prc) plus
(p) dmd conversion plants (con) plus demand devices (dmd); collectively sometimes
prc referred to as “processes” rather than “technologies™). The set TCH excludes
tptch  |resource supply options (srcencp).
TEG Those technologies subject to the endogenous technology learning algorithm
when ETL is actived (see section 2.8).
TP ts The periods for the current model run.
(t) te/rtp e The series of technology related sets (e.g., tptch, tpcon, tpdmd, tppre,
year tpsep) establish the periods for which a technology is available
according to the year in which it can first be deployed (START).
e An alias (tc) is used for dual period index parameters such as those
needed for the capacity transfer constraint.

XLM elaxlm |Conversion plants (other than coupled heat and power (cpd)) that are
elaxstg |externally load managed. These are plants that cannot operate in a flexible
nucxlm |manner, and that if built are used according to an associated capacity
hplxlm [utilization factor (CF/CF(Z)(Y)) rather than to a maximum availability

factor (AF/AF(Z)(Y)). Technologies that are subject explicitly to external

factors such as weather (e.g., solar, wind) are usually characterized as
externally load managed.

e For such conversion plants no activity variable (R TEZY /R TCZYH/
R_THZ) is generated, but rather the activity is derived directly from the
level of installed capacity (R_CAP) as a function of a capacity
utilization factor (CF/CF(Z)(Y)); therefore no utilization equation
(MR TEZY/MR THZ) is needed.

VEDABE $SET  |[Series of switches indicating that VEDA is being used for results processing.

VEDABEX switch, |¢ VEDABE ‘YES’ to indicate that VEDA-BE is being used.

VEDAVDD added [¢ VEDABEX ‘V4’ to indicate that VEDA Version4 is being used

manually by (VEDABE switch needed as well).
theuserto le  VEDAVDD ‘YES’ to indicate that the GDX2VEDA GAMS utility is
the GAMS being used (VEDABE switch needed as well).
command
files

YEAR tp The periods associated with the input data and thereby available for model

(t) runs, though a run may be done for a shorter time horizon if desired.

2.2.4 Internal Sets

This section presents the key internal sets, built from primary sets discussed above and
used to control the execution of the model code and the creation of coefficient instances

of the matrix.

In Table 2-4 the Set Rules used to define internal sets are presented. In some cases, the
Set Rules are not fully elaborated, and only the important aspects are shown.

Often the Set Rules involve either the intersection, or the union, or the negation of
primary sets. In Table 2-4 below, the following short-hand notation is adopted:
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not

indicates the intersection of two sets (e.g., A*B — in both set A and set B);
indicates the union of two sets (e.g., A+B — in either set A or set B);
indicates the negation of a set (e.g., not A —not in set A).

Table 2-4. Definition of internal sets”
Internal Main Set Rule* Description
Control Set* |Input Sets
BASNUC con bas*nuc |Nuclear plants that are characterized as base load.
CENBAS con cen*bas  |Centralized base loaded and centralized coupled-production
CENCPD cpd cen*cpd  |power plants.
CPDBAS cpd cpd*bas |Base loaded coupled-production power plants.
DCNCPD cpd den*cpd  |Decentralized coupled-production power plants.
DMD DM dmd,dm dmd* Identifies the primary demand sector (dm) serviced by each
DMD_ OUT, |demand device (dmd) according to which output fraction
where (DMD_OUT) is the largest, or the first one encountered if
OUT(DM) is |more that one demand receives the same fraction. [Set in
largest |[DMD DM.ANS]
DMD DMS dmd,dm dmd* All the demand sectors (dm) serviced by each demand
DMD_OUT |device (dmd) according to the device output specification
(DMD_OUT). [Set in MMFILL.INC]
DMDNST dmd dmd*nst |Demand devices that are night storage technologies.
DMD_ VINT dmd EFF _I/R |List of DMDs for which vintage tracking is requested by

providing the investment (EFF_I) and residual (EFF_R)
efficiencies, instead of the traditional capital stock
efficiency (EFF). This results in the model using the
investment (R_INV) and residual capacity (R_RESIDV)
variables instead of the capacity variable (R_CAP) for all
activity based equations entries. [Set in MMFILL.INC]

4 Sets without a rule are static and declared in MMINIT.*, most others are established in MMSETS.INC;
except where noted in the description. While this list, in tandem with the User Input Sets in Table 2.4, is

comprehensive, it is not exhaustive.
* The Internal sets are used in the GAMS code as indexes into other sets, the parameters and the matrix

row/columns.

* In some cases the Set Rule is only given for the first Internal Set, as indicated by ..., with the others
listed following an identical approach but with different conditional criteria.
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Internal
Control Set*

Main
Input Sets

Set Rule®

Description

ELA
ELABAS
ELACEN
ELANUC
ELASTG
ELAXBAS
ELAXLM
ELAXLSTG

con

elatstg+cpd
ela*bas
ela*cen
ela*nuc
ela*stg
ela-bas
ela*xIlm

elaxlm*stg

This set is established by the pre-processor directly from the
input data as the combination of the various types of power
plants that can generate electricity (conventional (ele),
coupled production (cpd) and storage (stg)).

e All such power plants are modeled at the season/time-
of-day level (R_TEZY).

e For each power plant not externally load managed
(xIm), activity is modeled by season/time-of-day
(R_TEZY) as a function of the installed capacity
(R_CAP) and the associated availability factor
(AF/AF(Z)(Y)) by means of a utilization equation
(MR_TEZY).

o Identifies which technologies contribute to the time-
slice based electricity equations for the production
portion of the balance equations (MR _BALE), the
peaking requirements (MR _EPK), and the base load
constraint (MR BAS).

ENV_ENTXI
ENV_ENTXO

tch, env

ENV_ENT

An indicator to exclude the inputs/outputs from a particular
technology for the ENV_ENT algorithm.

ERNXMAC

crm

not mac

Renewable energy carriers for which no physical resource
supply (RNWencp) activity is defined. These energy
carriers (e.g., solar, wind, geothermal) have no balance
equations constructed, but instead are characterized at the
technology level. Their fossil equivalent (FEQ) is tracked
by means of non-binding balance constraints
(MR_BAL N). This set also includes the fossil equivalent
energy carriers associated with physical renewables that are
input in material rather than energy units (e.g., tons of
biomass).

FOS

con

not stg

All conversion plants that consume a fossil energy carrier.
[Set in ANS2GAMS.ANS/VEDA2GAMS.VFE by
examining the inputs (INP(ENT)c) to the technology.]

GWP

env

ENV_GWP

Emission indicators for which a global warming potential is
assigned, based upon parameter
ENV_GWP(gwp_env,env,t). [Set in MMFILL.INC]

HPLXILM

con

hpl*xIm

Heating plants that are externally load managed.

IE

Src
srcencp

The exchange resource options for EXPort and IMPort of
commodities.

IE_ELC

sep

(‘IMP’encp+
"EXP’encp)*
elc

An indicator of which resource supply options EXPort and
IMPort electricity.
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Internal
Control Set*

Main
Input Sets

Set Rule®

Description

MAC

€rm
€rnxmac

‘RNW’encp*
ern

Renewable energy carriers for which a physical resource
supply activity is defined and therefore the material must be
accounted for. These energy carriers (e.g., MSW, biomass)
have energy balance equations (MR_BAL_G) constructed,
as opposed to the rest of the renewable energy carriers (ern),
that are considered unlimited from the resource availability
point of view (and instead characterized at the technology
level). These renewables are often modeled in physical units
(e.g., tons of biomass), and shadowed by a fossil equivalent
(feq) accounting energy carrier.

NOBASIE

elc

An indicator that imports and exports are to be excluded
from the base load constraint (MR BAS).

NUC

con

not stg

All conversion plants that consume a nuclear energy carrier.
[Set in ANS2GAMS.ANS/VEDA2GAMS.VFE]

NUCXLM

con

nuc*xlm

Nuclear plants that are externally load managed.

P
(©)

List of all 1-digit numbers and upper case letters available to
identify the individual supply curves or the cost steps; each
member of the list corresponds directly to the last character
of the name of a member of set SRCENCP.

PON

tch

prc+con

All process (pre) and conversion (con) technologies.

PRCNST

prc

prc*nst

Processes that are night storage technologies.

QHRZ

ych’+cN’

Fraction of the year for each season, that is the sum of the
day and night portions (QHR(Z)(Y)).

REN

con

not stg

All conversion plants that consume a renewable energy
carrier. [Set in ANS2GAMS.ANS/VEDA2GAMS.VFE]

RTY

Equation type = ‘FIX’, ‘MAX’ (GE), ‘MIN’ (LE), ‘OBJ’.

SEP

src,ent,p

srcencp

Parsed pieces of resource supply names, where first three
characters correspond to the source (src), the last character
to the supply step (p), and the remaining characters to the
commodity (ent). It is strongly recommended that the
modeler uses the same characters for the SEPent root as the
primary output (OUT(ENT)r)) to avoid missing internal and
input/output SRCENCP names, as well as sticking with the
first three character naming convention (below).
[Established from srcencp in ANS2GAMS.ANS.]

SEP_SRCENC

sep,
srcencp

Mapping of the srcencp 10-character name to its
sep(src,ent,p) 3-tuple.
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Internal  |Main Set Rule® Description
Control Set* |Input Sets
SEPEE sep,enc, | ENV_ENT |The resource options involved in commodity-based
SEPIEE env emission tracking (ENV_ENT(env,ent)). [Set in
MMSETEE.INC]
SRC srcencp | Type of resource supply option*:
e EXP = Export
e [MP = Import
e MIN = Mining/Extraction
e RNW = Renewable (physical)
e STK = Stockpiling (for nuclear material)
TB tp first tp  |First period of the model run.
TCHEE tch,enc, | ENV_ENT |The technologies involved in commodity-based emission
TCHIEE env tracking (ENV ENT(env,ent)). [Set in MMSETEE.INC]
TCHAFCK tch,z,y | AF/AF(Z,Y) [Timeslices that a non-externally load managed technology
is permitted to operate. [Set in MMFILL.INC]
TD Z,y The combination of all season/time-of-day timeslice
combinations = Intermediate Day (‘ID’), Intermediate Night
(‘IN’), Summer Day (‘SD’), Summer Night (‘SN”), Winter
Day (‘WD’), Winter Night (‘“WN’). The modeler assigns the
fraction of the year that corresponds to each of the six
possible divisions via the global parameter QHR(TD). To
eliminate a season/time-of-day timeslice do not provide its
QHR(TD).
TLAST tp last tp Last period of the model run.
TPTCH tp,tch tp*tch*  |List of periods for which each technology is available,
(VAL(tp) > |beginning with the period in which the technology is first
TPCON/ START) |available and running through the modeling horizon.
TPCPD/
TPDMD/
TPELA/
TPELAXLM/
TPHPL/
TPPRC/
TPTEG/
TPZPR
XPRT src srcencp  |The export resource option where src = ‘EXP’.
Y The time-of-day values = Day/Night (‘D’/‘N”),
(td) corresponding to the y index in the set of the time-slices
(td).
YESRA adratio | RAT _ACT |To control the handling of RAT ACT against R ACT +
R _CAP. [Set in MMRATACT.INC]
V4 The season values = Intermediate/Summer/Winter of
(td) (‘I’/°S’/*W”), corresponding to the z index in the set of

timeslices (td).

* These specific short acronyms MUST be used as the root first 3 characters of the SRCENCP resource

name.
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Internal  |Main Set Rule® Description
Control Set* |Input Sets
ZPR prc Xpr + All externally load managed processes (xpr), and regular
(LIFE<=1 [processes (prc) with a lifetime (LIFE) <= 1 period or with
period or no |no investment cost (INVCOST) are included in this
INVCOST) |extended set, that is used for all subsequent processing.

Note that such processes do not have activity variables
(R_ACT) generated in the model, rather the capacity
variable (R_CAP) is used directly applying the fixed
capacity factor (CF).

2.3 Parameters

The parameters are the data input to MARKAL defining the RES. They indicate the
inputs and outputs to/from each technology, describe the operations and limits of the
individual technologies, and represent the demands for energy services. MARKAL
parameters are described below in two sub-sections, 1) User Input Parameters (also called
Primary Parameters) and 2) Matrix Coefficients and Internal Model Parameters. The User
Input Parameters are those parameters that the modeler sees and defines in the front-end
systems ANSWER and VEDA. The Matrix Coefficient and Internal Model Parameters
are those parameters either entered by the user or derived by the GAMS pre-processor
that appear in the actual matrix generation portion of the code.

In section 2.3.1 the User Input Parameters are briefly described and presented in Table
2-6. The Matrix Coefficients and Internal Model Parameters are then described in section
2.3.2 and presented in Table 2-10. This Table has an entry for every entity appearing in
Appendix A that provides a schematic snapshot of the matrix structure. Finally a few
other important Key Internal Parameters are presented in Table 2-11. Collectively these
Tables highlight almost all the parameters embodied in the model and the associated
code, except for some temporary parameters local to a single GAMS routine.

As noted in the introduction to this Chapter, when running multi-region MARKAL the
parameters discussed here have “ R” appended to their names. During multi-region runs
the matrix generator and report writer buffer into/from a regional data structure to isolate
the specific information associated with each region. These parallel data structures have
names identical to their single region counterparts, but with the “ R” suffix added to their
names, and the first index for all such mapped parameters designating the region (via the
index reg or r). In all the descriptions of parameters in this section the regional suffix and
index are omitted, though it is understood to be part of the associated data structures, in
almost all cases. Where there is an exception to this rule it is noted, for example if trade
options identify both from/to regions (and commodities) for parameters that are strictly
related to trade.
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2.3.1 User Input Parameters (Primary Parameters)

Each User Input Parameter is explained in terms of the:
e Indexes defining the structure;
Purpose (as noted in Table 2-5);
Alias or Internal code Name;
Related Internal Parameters;
Units, Range & Default;
Instance indicating when the parameter is expected to be provided; and
Description.

The Alias/Internal Name is provided only if a name different from the primary parameter
(seen by the modeler) appears in the GAMS code. The Related Parameters column serves
to map the primary parameters to the key associated internal parameters used in the
GAMS code, and vice versa. Only the more significant Related Parameters are listed in
the Table. The Units, Range and Default column indicates the units in which the data is to
be entered, consistency of which is totally the responsibility of the modeler. The Range
and Default indicate the expected range for the value provided, and the default value set
in the code if the parameter value is not provided by the user. The Instance column
indicates when a parameter is expected to be provided or omitted, as well as highlighting
any special conditions that may be imposed on the parameter. The Description column
has two purposes. It first provides a brief statement of what the parameter is all about,
and then a series of bullet points indicating how the parameter impacts the model
structure.

Each parameter imparts a particular kind of information about the RES and its
components. To advise the user as to the nature or purpose of each parameter, each has
been assigned to one of the following groups.

As mentioned in the introduction to Chapter 2, to assist the reader with recognizing the
nature of the various model components, the following conventions are employed in the
Tables:
e Sets, and their associated index names, are in lower case, usually within
parentheses;
e Literals, values explicitly defined in the code, are in upper case within single
quotes;
e Parameters, and scalars (un-indexed parameters) are in upper case;
e Equations are in upper case with a prefix of MR , and
e Variables are in upper case with a prefix of R .

As already mentioned, for parameters in this section the regional suffix (_R) and index

(reg, r) are not shown in the Tables, except for trade related parameters, but are implied
for a multi-region MARKAL model.
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Table 2-5. Purpose of user input parameters

Nature or Purpose | IDY Description
Costs C All the monetary parameters.
Demand D Characterize the demand for energy services.
Environmental E Used to track emissions associated with resource activities and technologies.
Indicators
Endogenous L Those parameters associated with clairvoyant and inter-period Technology Learning algorithms.
Technology Learning
Miscellaneous M | Global and other parameters not covered by one of the other groups.
Technical Operational (0] Those parameters describing the operating characteristics of resource options and technologies and the
Characteristics infrastructure (e.g., transmission and distribution system), including limits imposed on them.
Topology & Trade T Depict the flow of commodities into and out of technologies and regions, thereby the commodities

consumed/produced.

User Constraints U Information related to those specialized constraints explicitly built by the modeler to associate variables of the
model in ways not otherwise possible.

Model Variant and V | Indicators of which model features are to be activated during the current run (e.g., multi-region, time-stepped,

Switches market share, endogenous technology learning, and flexible demands). [In a separate

Table 2-13 in section 2.7.]

*" The 1-character indicator that appears within [] in Table 2.4.7 to indicate the purpose of the attribute.
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Table 2-6. Definition of user input parameters®®

Input Parameter |Alias/Internal |Related Units/ Instance™ Description™
(Indexes™®) Name™' Parameters” |Range & (Required/Omit/Speci
[Purpose]* Defaults al Conditions)
AF TCH_AF1 TEZY CAP |e Decimal fraction |¢ Required for all The annual availability of a process (prc) or
(pt) THZ CAP = {hours of process (prc) and conversion plant (con). That is the fraction
TUTL_CON | production} / {no. | conversion (con) of the year that the capacity is available to
[O] UPRC_ACT | ofhours in the technologies. operate.
UPRC_CAP | year}. e Omitifseasonal |® The activity of a conventional process
e [0,1]; default=1,| availability (R_ACT) or conversion plant (R_ TCZYH,
if no AF(Z)(Y) (AF(Z)(Y)) provided, | R_TEZY, R_THZ) is related to the total
provided. or technology is installed capacity (R_CAP) as a function
externally load of the availability factor by the utilization
managed (xpr, xIm) or| equation (MR_UTLPRC, MR_TEZY,
is a peaking device MR _THZ).
(PEAK(CON) TID) [e Ifa technology is externally load
e The capacity factor | managed (xpr, xIm) and a capacity factor

* Jtalics identify parameters that are directly referenced when generating matrix coefficients. In some cases it is the Input Parameter, in which case a superscript
of “row/column” indicating the cell in the MARKAL matrix spreadsheet is specified, or referenced Alias/CodeName that appears in the equation generation
code, but most often it is a Related Parameter that is conditionally constructed and/or combines several input components that serves as the matrix coefficient. In
this Table those parameters directly referenced in the equations are highlighted in this manner, with all such parameters (including those listed in the Parameter
and Alias columns) presented in Table 2.4.7 as well. Note that there is at least 1 italic entry for each parameter, as all input data is somehow represented in the
matrix.

* A Parameter without indexes is considered a Scalar in GAMS, that is it just assumes a single numeric value. The documentation index letters are used here,
except when a parameter only applies to a subset of the master index sets.

*% The purpose indicates the main role played by the parameter, as noted in Table 2.6.

> Most Parameters are named differently in the GAMS code than as presented to the modeler. An Alias is a parameter where only the name is different, that is it
is not subject to condition or a combination of parameters.

32 Only the most prominent related parameters are listed here, that encompass most but not necessarily all those parameters associated with a user parameter entry
in this Table.

>3 An indication of the circumstances for which the parameter is to be provided or omitted, and any special circumstances.

34 References to other model components are enclosed in (), after naming them; (set) in lower case, (PARAMETER) in upper case, and (MR _/R_) are references
to model equations/variables. This holds for the most part, with the exception that some file names, literals (e.g., ‘BPRICE”) and MARKAL variants that are also
in upper case. The bulleted items indicate how the parameter impacts the matrix.
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Input Parameter |Alias/Internal |Related Units/ Instance™ Description™
(Indexes*’) Name™' Parameters® |Range & (Required/Omit/Speci
[Purpose]* Defaults al Conditions)
(CF) is set to the (CF/CF(Z)(Y)) is not provided then the
availability factor availability factor is assigned as the
(AF) if a plant is capacity factor. For such technologies no
externally load activity variable is created, rather the
managed and CF is capacity factor is applied to the capacity
not provided. variable to determine the technology’s
e Peaking devices fixed operation.

(PEAK(CON) TID)
apply a peak duration
factor (PD(Z)D) to
the time-slice (QHR)
instead of an
availability factor.

AF(Z)(Y) TCH_AF3 TEZY CAP |e Decimal fraction |[¢ When seasonal The annual seasonal/time-of-day availability

(p,w.t) THZ _CAP = {hours of variability of of a conversion plant (con). That is the

production in the conversions plants fraction that the capacity is available to
[O] time-slice} / {no. of| (con) exists. operate in each time-slice.

hours in the time-
slice}.

e [0,1]; no default,
but set to AF if not
provided.

e Omit if annual
availability (AF)
provided, or
technology is
externally load
managed (xpr, xIm) or
is a peaking device
(PEAK(CON) _TID).
Once one AF(Z)(Y)
is specified the plant
will operate only for
those time-slices for
which AF(Z)(Y) is

e The seasonal/time-of-day availability of
a conversion plant (R_TCZYH, R_TEZY,
R _THZ) is related to the total installed
capacity (R_CAP) as a function of the
time-sliced availability factor by the
utilization constraint (MR _TEZY,

MR _THZ).

e The time-sliced availability factors take
precedence over the annual AF. When a
seasonal AF(Z)(Y) is specified for a
power plant, then its availability in each
time-slice is conditional upon whether or
not that time-slice is explicitly provided.
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Input Parameter |Alias/Internal |Related Units/ Instance™ Description™
(Indexes*’) Name™' Parameters® |Range & (Required/Omit/Speci
[Purpose]* Defaults al Conditions)
provided. e Ifatechnology is externally load
e Heating (hpl), base | managed (xIm) and a time-sliced capacity
load (bas) and storage | factor (CF(Z)(Y)) is not provided then the
(stg) plants should availability factor is assigned as the
only have a day (‘D’) | capacity factor. For such technologies no
slice provided = activity variable is created, rather the
seasonal availability / | capacity factor is applied to the capacity
no. of hours in the variable to determine the technology’s
season (z). fixed operation.
e Note that since e Note that if a conversion plant is
AF(Z)(Y) are the externally load managed (xlm) and a
fractions for each capacity factor (CF/CF(Z)(Y)) is not
time-slice they may provided then the availability factor is
very well sum to more| assigned as the capacity factor.
than 1.
e Peaking devices
(PEAK(CON) TID)
apply a peak duration
factor (PD(Z)D) to
the time-slice (QHR)
instead of an
availability factor.
AF _TID TCH_AF2 TEZY CAP |e Decimal fraction.|e Provided when not |The fraction of the unavailability that is
(p) THZ CAP |e [0,1]; default=1 | all the unavailability |forced outage. So, AF/AF_TID imply that
TUTL CON of a conversion 0 Unavailability =1 - AF
[O] technology (con) can 0 Forced Outage = AF_TID * (1-

be scheduled by the
model, that is the
portion of the
unavailability that

AF)
0 Remaining (scheduled) outage

(1-AF_TID) * (1-AF)
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Input Parameter |Alias/Internal |Related Units/ Instance™ Description™
(Indexes*’) Name™' Parameters® |Range & (Required/Omit/Speci
[Purpose]* Defaults al Conditions)
corresponds to forced |  Results in the introduction of a
outage. maintenance equation (MR_UTLCON)
e AF TID can only and variable (R_M) that ensures that the
be specified with AF | unavailability of the technology in any
(not AF(Z)(Y)). time-slice that the model can schedule is
reduced by the forced outage.
ARAF TCH ARAF e Fraction. e Provided if a hydro |To limit the annual availability of a
(hde,t) e [0-1]; no default. | plant has an annual  |hydroelectric (hde) reservoir.
limit on the reservoir. [¢ Results in an annual utilization equation
[O] (MR_ARM) establishing the limit of total
hydroelectric generation based upon total
capacity (R_CAP) * the annual reservoir
factor (ARAF).
BASELOAD T BASELOAD BAS CAP |e Decimal fraction.|® To be provided if |The electric base load requirement for each
(e,t) BAS SEP  |e [0,1]; no default.| the base load set (bas) |electricity energy carrier. The value
BAS TCZY is provided. indicates the maximum amount (fraction) of
[O] BAS TEZY e Omit otherwise. the highest night-time demand that can be

met by base load (bas) or non-load

management (nlm) power plants.

e For each electricity energy carrier for
which the parameter is provided a seasonal
base load constraint (MR _BAS) is
generated.

BI_TRDCST 55y,
(r’X$ e b C)

Monetary units
(Million US$2000).
[$.001-1000]; no

e  Omit if not desired.

The additional “transaction” cost for
bilateral trading a particular commodity.
e Cost multiplier in the regional objective

[C] default. function (MR_OBJ) for a traded
commodity (R_TSEP).

BI BI TRDCSTEs,, e Monetary units |®  Omit if not desired. |The additional “transaction” cost for

TRDCSTELC st (Million US$2000). bilateral trading of electricity for each time-
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Input Parameter |Alias/Internal |Related Units/ Instance™ Description™
(Indexes*’) Name™' Parameters® |Range & (Required/Omit/Speci
[Purpose]* Defaults al Conditions)
(r.x,e,c,w) e [$.001-1000]; no slice.
default. e Cost multiplier in the regional objective

[C] function (MR _OBJ) for traded electricity
(R_TSEPE).

BOUND(BD) TCH_BND;s e Units of capacity ¢ Omit if capacity of |The limit on total installed capacity (R_CAP

(p,b,t) (e.g., GW, PJa). a technology is not to |= residuals (RESID) + new investments still

e [open]; no be explicitly limited. |available (R_INV)) in a period.

[O] default. e Sets a hard bound on the capacity
variable (R_CAP) according to the bound
type (bd).

BOUND(BD)O  |TCH_BNDOjssg 15 e Units of activity |¢ Omit if activity of a [The limit on total annual activity in a

(p,b,t) Y (e.g., GWh, PJ). technology is not to  |period.

e [open]; no be explicitly limited. |® Sets a hard bound on the activity of a

[O] default. process (R_ACT) according to the bound
type (bd).

e Sets an annual limit on the activity of a
conversion plant by means of a utilization
equation (MR_BNDCON) that sums the
time-sliced activity variables
(ela=R_ TEZY+R TCZYH, hpl=R THZ).

BOUND(BD)Or SEP _BNDjss e Units of activity ¢ Omit if activity of a|The limit on total activity of a resource

(s;b,t) (e.g., P]). resource supply is not |supply option in a period.

e [open]; no to be explicitly e Sets a hard bound on the activity of a

[O] default. limited. resource option (R_TSEP) according to
the bound type (bd).

CAPUNIT TCH_CAPU ANC CAP |e Scalar, units of [e Can be omitted if |Defines the units of annual production

(p) BAL CAP annual production | the default of 1 is activity. When set to unity the units of

BALE CAP activity per unit of | wanted. capacity and production are identical.

[O] BALH CAP capacity. e Affects the units of: | Traditionally used to allow conversion

BAS CAP |e [open]; default = o technologie |technology capacity to be in terms of
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Input Parameter |Alias/Internal |Related Units/ Instance™ Description™
(Indexes*’) Name™' Parameters® |Range & (Required/Omit/Speci
[Purpose]* Defaults al Conditions)
DEM CAP 1. s FIXOM, kilowatts/gigawatts while annual production
EPK CAP INVCOST, is defined in terms of petajoules or BBTU’s.
HPKW CAP BOUND(BD), e The CAPUNIT, in tandem with the
TENV_ACT IBOND(BD), capacity factor (CF/CF(Z)(Y)), is applied
TENV _CAP RESID, to the capacity variable (R_CAP)
TEZY CAP INP(ENC) TID whenever the level of activity is to be
THZ CAP 0] energy determined directly from the total installed
TUTL CON carriers capacity.
UPRC_CAP DTRANINYV, e CAPUNIT is applied directly to the
ETRANINV, activity bound (BOUND(BD)O) when
EDISTINV bounding output for externally load
e For MARKAL, the | managed processes or conversion plants
gigawatts-to-petajoule| (xpr/xIm).
CAPUNIT = 31.536.
CEH(Z)(Y) T CPDCEH ANC TCZY |e Units of e Required for pass- |The pass-out turbine operates by diverting
(cpd,w,t) BAL TCZY | electricity lost per | out turbines. heat from the turbine to the low-temperature
BALE CZY | unit of heat gained. heat grid. As heat is produced, electricity
[O] BAS TCZY |e [0,1]; no default. production decreases at this rate. The
BND TCZY electricity reduction is limited by the ELM
TENV _CZY parameter.
TEZY CZY e The heat production variable
HPKW_CPD (R_TCZYH) is generated for each time-
INV_INV slice for which CEH(Z)(Y) is provided.

e Total electric production in a time-slice
is thus a function of two parameters and
variables:

[R_TEZY,,, +(CEH _*(1/ELM, -1)*
R _ TCZYHr,z.p,w)]
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Input Parameter |Alias/Internal |Related Instance™ Description™
(Indexes*’) Name™' Parameters> (Required/Omit/Speci
[Purpose]* al Conditions)
CF TCH_CF2 ANC CAP Decimal fraction.|e  To be provided for |The capacity factor is the fixed fraction of
(1) BAL _CAP [0,1]; default = 1.| externally load utilization of the installed capacity, as
BALE CAP managed processes  |opposed to an availability factor (AF) that
[O] BALH CAP (xpr) or conversion  |allows for flexible operation up to a limit.
DEM CAP plants (xlm) whena |e The capacity factor, in tandem with the
EPK CAP seasonal capacity CAPUNIT, is applied to the capacity
HPKW CAP factor is not provided | variable (R_CAP) whenever the level of
TENV _CAP (CF(Z2)(Y)), or activity is to be determined directly from

demand devices
(dmd).

e The time-sliced
capacity factors
(CE(Z)(Y)) take
precedence over the
annual CF if both are
specified.

¢ Note that since
CF(Z)(Y) are the
fractions for each
time-slice they may
very well sum to more
than 1.

e Note thatif a
conversion plant is
externally load
managed and a
capacity factor is not
provided then the
availability factor

the total installed capacity.

e The capacity factor is applied directly to
the activity bound (BOUND(BD)O) when
bounding output for externally load
managed processes or conversion plants
(xpr/xlm).
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Input Parameter |Alias/Internal |Related Units/ Instance™ Description™
(Indexes*’) Name™' Parameters® |Range & (Required/Omit/Speci
[Purpose]* Defaults al Conditions)
(AF) is assigned as
the capacity factor.
CF(Z)(Y) TCH_CFl1 ANC CAP |e Decimal fraction.|®¢ To be provided for |The time-sliced capacity factor is the fixed
(p,w,t) BAL _CAP |e [0,1]; no default. | externally load fraction of utilization of the installed
BALE_CAP managed conversion |capacity in a season/time-of-day, as opposed
[O] BALH CAP plants (xIm) when a  |to an availability factor (AF(Z)(Y)) that
BAS CAP seasonal capacity allows for flexible operation up to a limit.
EPK CAP factor is not provided |Note that when CF(Z)(Y) is specified for a
HPKW_CAP (CF(2)(Y)). power plant, then its availability in each
TENV _CAP e The time-sliced time-slice is conditional upon whether or

capacity factors take
precedence over the
annual CF if both are
specified.

e Once one CF(Z)(Y)
is specified the plant
will operate only for
those time-slices for
which CF(Z)(Y) are
provided.

e As heating plants
are operated on a
seasonal basis in the
model, rather than
day/night as for
electricity, CF(Z)(Y)
should only be
provided fory = ‘D’
as {hours of seasonal
availability} / {no. of

not that time-slice is explicitly provided for

the technology.

e The capacity factor, in tandem with the
CAPUNIT, is applied to the capacity
variable (R_CAP) whenever the level of
activity is to be determined directly from
the total installed capacity.

e The capacity factor is applied directly to
the activity bound (BOUND(BD)O) when
bounding output for externally load
managed processes or conversion plants
(xpr/xIm).
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Input Parameter |Alias/Internal |Related Units/ Instance™ Description™
(Indexes*’) Name™' Parameters® |Range & (Required/Omit/Speci
[Purpose]* Defaults al Conditions)
hours in the season}.
e Note thatifa
conversion plant is
externally load
managed and a
capacity factor is not
provided, then if
seasonal availability
factors (AF(Z)(Y))
are provided they are
assigned to the
capacity factor.
COST SEP COST1 ANC_TSEP |e Base year e Provided whenever |Annual cost of supplying a resource.
(s,t) monetary units per | acostisincurredto |e The resource supply variable (R_TSEP)
commodity unit supply a resource. is entered into the objective function
[C] (e.g., 2000M$/PJ). e For ‘EXP’orts the | (EQ_PRICE if single-region, MR OBJ if
e [open]; no user should provide a | multi-region).
default. positive COST value. | For electricity (elc) imports (‘IMP”)
The matrix generator | transmission and distribution O&M
uses the negative of charges are added to the COST.
this value.
COST TID SEP_STKCOS | ANC ZSTK |e Base year e Provided whenever |Salvage value of a stockpiled energy carrier
(s) monetary units per | there is a value at the end of the modeling horizon.
commodity unit associated with a e The stockpile terminal level variable
[C] (e.g., 2000M$/PJ). | stockpiled resource. (R_ZSTK) is entered into the objective
e [open]; no function (EQ_PRICE if single-region,
default. MR _OBJ if multi-region).
DECAY TCH_TDE e Decimal fraction. [¢  Provided if the rate |The maximum annual decay rate of total
(p,t) e [-2,43];n0 of decrease in total  |installed capacity of a technology in a
default capacity is to be period.
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Input Parameter
(Indexes49)
[Purpose]*

Alias/Internal
Name™'

Related
Parameters>

Units/
Range &
Defaults

Instance™
(Required/Omit/Speci
al Conditions)

Description™

[O]

limited.

e A technology decay constraint
(MR_DETCH) is created for each period
for which the parameter is provided.

e The constraint limits the rate at which a
technology can decrease such that the total
installed capacity (R_CAP) in the current
period does not drop below
(1+DECAY)**-NYRSPER times the level
in the previous period. For example, a
10% annual decay rate in a 5-year period
model would permit a decrease to
(1+.1)**-5 = 0.62092 times the current
level of capacity.

DECAYr
(s;t)

[O]

SEP TDE

e Decimal fraction.
o [-2,+3];n0
default

e Provided if the rate
of decrease in total
resource production is
to be limited.

The maximum annual decay rate of total
production from a resource option in a
period.

e A resource decay constraint
(MR _DESEP) is created for each period
for which the parameter is provided.

e The constraint limits the rate at which a
resource can decrease such that the total
annual production (R_TSEP) in the
current period does not drop below
(1+DECAY1)**-NYRSPER times the
level in the previous period. For example,
a 10% annual decay rate in a 5-year period
model would permit a decrease to
(1+.1)**-5 = 0.62092 times the current
level of production.

DELIV(ENT/MA

SEP DELIV

ANC _ACT

e Base year

e Ifan auxiliary

Annual cost for the delivery of a commodity
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Input Parameter |Alias/Internal |Related Units/ Instance™ Description™
(Indexes*’) Name™' Parameters® |Range & (Required/Omit/Speci
[Purpose]* Defaults al Conditions)
T) ANC CAP monetary units per | charge is to be levied |to a resource activity or a technology.
(s,e,t) TCH_DELIV ANC TCZY | commodity unit for the consumption |e  The cost is multiplied by the activity
DELIV(ENT/MA ANC TEZY | (e.g.,2000M$/PJ). | ofacommodity bya | level (R_TSEP,R ACT,R TCZYH,
T) ANC _TSEP |e [open]; no supply option or R TEZY, R THZ) and enters the
(p,e.t) default. technology. objective function as an additional
e Note thata variable cost.
[C] corresponding
commodity input
parameter (one of the
INP(ENT)s) must be
provided.
DEMAND DM_DEM e Units of end-use |¢ Required for each |Annual demand for an energy service.
(d,t) demand. end-use demand. e Demands are exogenous for standard
e [open]; no MARKAL, and providing DEMAND
[D] default. controls generation of the demand
equation (MR DEM) or not.
DHDE(Z) T_DHDE BALH CAP |e Decimal fraction.|®¢ To be provided if |Distribution efficiency for low-temperature
(e,z,t) BALH THZ {[0,1]; no default. some demand device [|heat in each season (z).
HPWK CAP (dmd) consumes low- [¢  Applied to the consumption level for
[O] HPKW_HLK temperature heat (Ith).| demand devices (dmd) and grids (hlk)
using low-temperature heat in the balance
(MR _BALDH) and peaking equations
(MR_HPKW) to raise the production
requirements appropriately to account for
the loss.
DISCOUNT COST INV |e Decimal fraction.|® Always required. |Overall long-term annual discount rate for
CRF e [0,0.99]; no the whole economy.
[C] CRF_RAT | default. e Used in the calculation of the capital
PRI_DF recovery factor (CRF).
PRI_DISC e Also used to report the discounted costs
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Input Parameter |Alias/Internal |Related Units/ Instance™ Description™
(Indexes*’) Name™' Parameters® |Range & (Required/Omit/Speci
[Purpose]* Defaults al Conditions)
(e.g., total system cost) to a base year,
including taking into consideration any
technology-based discount rate
(DISCRATE) via a CREF ratio
(CRF_RAT).
DISCRATE TCH_DISC COST_INV |e  Decimal fraction. e  Only provided The discount rate associated with an
(p) CRF e [0,0.99]; no when a technology- |individual technology, or all technologies in
CRF_RAT | default. based discount or a sector.
[C] “hurdle” rate is to be [® Used in the calculation of the capital
applied. recovery factor (CRF) to determine the
annual payments for investments.

e Also used to report the costs (e.g., total
system cost) discounted to a base year,
including taking into consideration the
relationship to the standard discount rate
(DISCOUNT) via a CREF ratio
(CRF _RAT).

DTRANINV T_DTRANINV | COST _INV |e Base year e Provided if Investment in low-temperature heat

(Ith,t) INV_INV monetary units per | additional charges are |transmission equipment for centralized (cen)
INVCOST unit of heat plant to be levied for the  |heat producing plants (hpl/cpd). It is

[C] capacity (e.g., 2000 | heat transmission assumed that grid expansion and/or

M$/PJa).
e [open]; no
default.

system for centralized
(cen) plants.

upgrading is required whenever new

capacity is added.

e The total cost of investing in the
expansion of the heating grid per unit of
new capacity added. The cost is added to
the rest of the investment cost (INV_INV)
and applied to the investment variable
(R_INV) in the objective function
(EQ PRICE if single region, MR OBJ if
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Input Parameter |Alias/Internal |Related Units/ Instance™ Description™
(Indexes*’) Name™' Parameters® |Range & (Required/Omit/Speci
[Purpose]* Defaults al Conditions)
multi-region).
DTRANOM T_DTRANOM | ANC _CAP |e Base year e Provided if Operating and maintenance costs associated
(Ith,t) ANC TCZY | monetary units per | additional charges are |with low-temperature heat transmission
ANC THZ unit of heat (e.g., to be levied for the  |equipment for centralized plants
[C] 2000M$/PJ). heat transmission e The total O&M cost associated with a
e [open]; no system for centralized | heating grid per unit of activity. The cost
default. (cen) plants. is added to the rest of the variable charges
and applied to the activity variable
(R_TCZYH, R _TEZY,R THZ, or
R _CAP if xlm).
EDISTINV T EDISTINV COST INV |e Base year e Provided if Investment in electricity distribution
(ele,t) INV_INV monetary units per | additional charges are [equipment. It is assumed that grid expansion
INVCOST unit of electricity to be levied for the  |and/or upgrading is required whenever new
[C] capacity (e.g., 2000 | electric distribution |capacity is added.
M$/GW). system. e The total cost of investing in the
e [open]; no expansion of the electricity distribution
default. grid per unit of new capacity added. The
cost is added to the rest of the investment
cost (INV_INV) and applied to the
investment variable (R_INV) in the
objective function (EQ PRICE if single
region, MR OBJ if multi-region).
EDISTOM T EDISTOM ANC _CAP |e Base year e Provided if Operating and maintenance costs associated
(ele,t) ANC_TCZY | monetary units per | additional charges are |with electricity distribution equipment.
ANC_TEZY | unit of electricity to be levied for the e The total O&M cost associated with an
[C] ANC TSEP (e.g., 2000 M$/PJ). | electricity distribution | electricity distribution grid per unit of

e [open]; no
default.

system.

activity. The cost is added to the rest of
the variable charges and applied to the
activity variable (R_ TCZYH, R TEZY,
R THZ, or R_CAP if xIm).
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Input Parameter |Alias/Internal |Related Units/ Instance™ Description™
(Indexes*’) Name™' Parameters® |Range & (Required/Omit/Speci
[Purpose]* Defaults al Conditions)
EFF DMD EFF ANC _CAP |e Decimal fraction | Provided whena |The technical efficiency of a demand
(dmd,t) BAL CAP equal to the useful | value other than the |device.
BALE _CAP | energy service met | default of 1 is e Applied to the consumption level for
(O] BALH_CAP | per unit of necessary. demand devices when entering the
EPK CAP commodity e For most demands balance (MR _BAL, MR _BALE,
HPKW_CAP | consumed. in energy units the MR_BALDH) and peaking equations
e [0,1] usually; efficiency is usually a | (MR_EPK, MR_HPKW) to raise the
default = 1. decimal fraction. consumption requirements appropriately,
e For transportation and to the variable costs (DELIV,
the devices (cars, VAROM) according to activity (R_CAP
trucks, training) may taking into consideration CAPUNIT and
be providing billion CF) in the objective function (EQ PRICE
passenger kms or tons if single region, MR _OBJ if multi-
of freight and thus the | region).
efficiency must also
convert from energy
units to demand
service units.
e For devices such as
heat pumps,
refrigerators, lights,
the efficiency may be
greater than 1.
e Omitif DMD
Vintaging is used
instead.
EFF_I DMD_IEFF ANC _CAPR |e Decimal fraction [¢ When demand The technical efficiency of a demand device
EFF R DMD_REFF ANC VDI equal to the useful | device vintagingis  |is normally associated with the entire
(dmd,t) BAL_VDI energy service met | desired. installed base (R_CAP). Providing these
BALE VDI per unit of e See EFF for the rest|parameters instructs the model to associate
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Input Parameter |Alias/Internal |Related Units/ Instance™ Description™
(Indexes*’) Name™' Parameters® |Range & (Required/Omit/Speci
[Purpose]* Defaults al Conditions)
[O] BALH VDI | commodity of the relevant the efficiency of a device with when it was
DMD EFF consumed. conditions. actually built (R_INV for new investments,
EPK VDI |e [0,1] usually; R_RESIDV for past investments still
HPKW VDI | default=1. existing in a period).
PRI _CAPR e Applied to the consumption level for
PRI VDI demand devices when entering the balance
(MR_BAL, MR_BALE, MR_BALDH)
and peaking equations (MR _EPK,
MR _HPKW) to raise the consumption
requirements appropriately, and to the
variable costs (DELIV, VAROM)
according to activity (R_INV/R_RESIDV
taking into consideration CAPUNIT and
CF) in the objective function (EQ_PRICE
if single region, MR _OBJ if multi-region).
e NOTE that vintaged demand devices
(dmd) do not have the ability to “strand”
or not use previously installed capacity as
is the case with conventional demand
devices in MARKAL.
ELCFEQ T_ELCFEQ |e¢ Decimal fraction.|e The fossil The fossil equivalent corresponds to the
(© e [1-any]; no equivalent value is set |average efficiency (inverse thereof actually)
default. to that the average of |of the fossil fuel power plants in a region.
[D] the fossil fuel power | e Used for reporting the primary energy
plants in the region, equivalent of renewable energy use.
and used for reporting
the primary energy
equivalent of
renewable energy use.
ELF DM_ELF EPK_CAP |e Decimal fraction.|e Provided for any |The electricity load factor is a fraction that
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Input Parameter |Alias/Internal |Related Units/ Instance™ Description™
(Indexes*’) Name™' Parameters® |Range & (Required/Omit/Speci
[Purpose]* Defaults al Conditions)
(d,t) e [0,1]; no default. | demand (dm) serviced |indicates how much of the electric demand
by a device that that occurs during the peak time-slice
[D] consumes electricity, [actually coincides with the peak moment.
when a value other e Controls the amount of electricity
than the default of 1 is| consumption by the associated demand
necessary. devices (dmd) that enters the peak
equation (MR _EPK).
ELM T CPDELM ANC TCZY |e Decimal fraction.|® The indicator that a [The electric-loss maximum defines the
(cpd,w,t) BAL_TCZY |e [0,1]; default=1.| coupled production |fractional loss beyond which the total
BALE CZY plant is a pass-out electric production may not be reduced.
O] BALH CZY turbine. e Results in the creation of a heat
BAS TCZY e Usually set to about| production variable (R_TCZYH).
BND_TCZY 0.1. e Total electric production in a time-slice
TENV_CZY is thus a function of two parameters and
TEZY CZY variables:
HPKW CPD
INV_INV [R_TEZY,, +(CEH  *(1/ELM, ~1)*
R_TCZYH,, )]
ENV_ACT ENV_TACT TENV_ACT |e Quantity of e Providedifa Amount of emissions discharged, or reduced
(p,v,t) TENV_CAP | annual emissions technology emits (or |(if negative), per unit of output from a
TENV_CZY | (tons or thousand removes) an process or conversion technology. Note that
[E] TENV_EZY | tons) per unit of environmental this coefficient is output based, so if the
TENV_HZ technology annual | indicator according to [source data ties the emissions to a
activity. its activity. commodity it is the modeler’s responsibility
env_a e [open]; no e ENVSCAL may be [to convert the factor by reflecting the units
env ¢ default. used to scale all of energy consumed per unit output (e.g.,

environmental
indicators if desired.

the inverse of the commodity efficiency).
e Providing ENV_ACT results in the
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Input Parameter |Alias/Internal |Related Units/ Instance™ Description™
(Indexes*’) Name™' Parameters® |Range & (Required/Omit/Speci
[Purpose]* Defaults al Conditions)
associated activity variable (R_ACT,
R TCZYH, R TEZY) entering the
equation that tracks the emissions
(MR_TENV) with the coefficient applied.
e [fthe technology is externally load
managed (xpr/xlm) then ENV_ACT is
assigned to ENV_CAP by applying the
appropriate capacity conversion factors
(CAPUNIT, CF/CF(Z)(Y)), and time-
slice fraction (QHR(Z)(Y)) if a power
plant.
ENV_BOUND(B | EM BOUND e Tons or thousand [¢  When there is to be |Limit on the total production of an emission
D) EM FIX tons. an annual limit indicator in a period.
(v,b,t) e [open]; no imposed. e Sets a bound on the total annual
default. emission variable (R_ TENV).
[E]
ENV_CAP TENV_CAP |e Quantity of e Providedifa Amount of emissions discharged, or reduced
(p,v,t) annual emissions technology emits (or |(if negative), per unit of installed capacity.
(tons or thousand removes) an e Providing ENV_CAP results in the
[E] tons) per unit of environmental associated capacity variable (R_CAP)

technology
capacity.

e [open]; no
default.

indicator according to
its capacity.

e ENVSCAL may be
used to scale all
environmental
indicators if desired.

entering the equation that tracks the
emissions (MR_TENV) with the
coefficient applied.

e If the technology is externally load
managed (xpr/xIlm) then ENV_ACT is
assigned to ENV_CAP by applying the
appropriate capacity conversion factors
(CAPUNIT, CF/CF(Z)(Y)) , and time-
slice fraction (QHR(Z)(Y)) if power plant.

ENV_COST25/28H

e Monetary unit

e  When there is to be

An emissions “tax” applied to an indicator,
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Input Parameter |Alias/Internal |Related Units/ Instance™ Description™
(Indexes*’) Name™' Parameters® |Range & (Required/Omit/Speci
[Purpose]* Defaults al Conditions)
(V,t) per unit of emission| a charge applied to an |and “backed out” of the total system cost (in
indicator. emissions indicator. |[MARKAL reports).
[E] e [open]; no e  When provided the annual emissions
default. variable (R_TENYV) enters the objective
function (EQ_PRICE if single region,
MR OBJ if multi-region).
ENV_CUMMAX ENV_CUM e Tons or thousand |[¢  When there is to be |Total limit on an emission indicator over the
v) tons. a cumulative limit  |entire modeling horizon.
e [open]; no imposed. e Sets the right-hand-side of the total
(E] default. emissions constraint (MR _ENV).
e Note that the annual emissions variable
(R_ENYV) is multiplied by the period
length (NYRSPER) when entered into
MR ENV.
ENV_ENT/ ENV_ENTXI |e Scalar. e Emission rate per [Permits emission tracking by commodity,
ENV_ENTr ENV_ENTXO [e [open]; no unit of commodity e [rather than explicity for each technology or
(v.e,1/s) default. consumed/ produced. [resource option. MARKAL normally
applies the emission rate coefficients to the
[E] output of a technology, but often emission

rates are commodity dependent. ENV_ENT
applies the provided emission rate to the
in/out flows of the identified commodities,
thus taking into account the efficiency of the
technology, which otherwise needed to be
embedded in the output oriented emission
factor. Consumption flows (other than
exports) add emissions to the balance, while
production flows result in a reduction. The
ENV_ENTXI/O parameters inhibit
including in the algorithm for some
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Input Parameter |Alias/Internal |Related Units/ Instance™ Description™
(Indexes*’) Name™' Parameters® |Range & (Required/Omit/Speci
[Purpose]* Defaults al Conditions)

technologies.

e For each emission indicator, each
technology and resource
producing/consuming the identified
commodities, the coefficients used for the
balance equations (MR _BAL /

MR _BALE /MR_BALDH) are multiplied
by the commodity-based emission rate and
accumulated in the emission accounting
equation (MR TENV).
ENV _ENTXI/O ENV_ENT e Indicator e  When the Permits the exclusion of certain input/output
(p,v) e [open]; no Input/Output flows  |commodity flows from being including in
default. associated with this  [the ENV_ENT algorithm for a particular
[E] technology are NOT |emission indicator.
to be included in the |®  All the intersections discussed under
ENV ENT algorithm.| ENV ENT are ignored.
ENV_GWP:op e Scalar. e  GWPs are included |The global warming potential that relates
(gWp,V,t) e [open]; no in the environmental |the relative contribution that various
default. indicator set (env),  |greenhouse gases make to the warming of
[E] and identified by the atmosphere.

inclusion (in the first
position) in this
Table.

e Provided for each
GHG emissions
indicator (env) that is
to be accumulated
according to its global
warming potential.

e The ENV GWP

e For each emission indicator in the first
position an emission accounting equation
(MR_TENV) is created where the entries
are the total emissions (R_EM) associated
with the various contributing greenhouse
gases.
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Input Parameter |Alias/Internal |Related Units/ Instance™ Description™
(Indexes*’) Name™' Parameters® |Range & (Required/Omit/Speci
[Purpose]* Defaults al Conditions)
Table can also be
used to accumulate
several emission
indicators to create a
sector or region total
if desired.

ENV_INV TENV _INV e Quantity of e Providedifa Amount of emissions discharged, or reduced

(p,v>t) annual emissions technology emits (or |(if negative), per unit of investment in new
(tons or thousand removes) an capacity.

[E] tons) per unit of environmental e Providing ENV_INV results in the
technology indicator according to | associated investment variable (R_INV)
capacity. its investment. entering the equation that tracks the

e [open]; no e ENVSCAL may be | emissions (MR_TENYV) with the
default. used to scale all coefficient applied.
environmental
indicators if desired.
ENV_SCAL3on e Scalar. e Provided if A global emissions scaling factor that is
e [.000001 - 17; marginals are not applied unilaterally to all emission
[E] default = 1. reported for indicators (env). Sometimes used to force
constrained reporting of marginal values on emission
emissions. constraints.
e Applied to the period emission total
variable (R_EM).

ENV_SEP ENV _TSEP e Quantity of e Providedifa Amount of emissions discharged, or reduced

(s,v,t) TENV_SEP annual emissions resource option emits |(if negative), per unit of resource activity.
(tons or thousand (or removes) an e Providing ENV_SEP results in the

[E] tons) per unit of environmental associated resource supply variable
resource indicator. (R_TSEP) entering the equation that
production. e ENVSCAL may be | tracks the emissions (MR_TENV) with the

e [open]; no

used to scale all

coefficient applied.
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Input Parameter |Alias/Internal |Related Units/ Instance™ Description™
(Indexes*’) Name™' Parameters® |Range & (Required/Omit/Speci
[Purpose]* Defaults al Conditions)
default. environmental
indicators if desired.
ERESERV T ERESERV EPK ACT |e Decimal fraction.|¢ ERESERYV should |The electricity peaking factor looks to
(ele,b) EPK_CAP |o [0,1]; no default. | be provided for each |ensure that enough capacity is in place to
EPK HPL electricity energy meet the highest average electricity demand
[O] EPK SEP carrier (elc) for which |during the day of any season. It must
EPK _TCZY a peaking requirement |encompass both an estimate of the level
EPK TEZY is to be imposed. above the highest average demand that
corresponds to the actual peak (moment of
highest electric demand) plus a reserve
margin of excess capacity. This is to ensure
that if some plants are unavailable the
demand for electricity can still be met. Note
that because ERESERV must encompass
both the estimate from average to peak and
the actual additional peak reserve it is

usually substantially above that of a

traditional utility reserve margin.

e Providing ERESERYV results in the
creation of an electricity peaking
constraint (MR _EPK) that enforces the
above requirement. The equation is
generated for each season according to the
daytime demand for electricity.

ETRANINV T_ETRANINV | COST_INV |e Base year e Provided if Investment in electricity transmission

(elc,t) INV_INV monetary units per | additional charges are [equipment. It is assumed that grid expansion
INVCOST unit of electric to be levied for the  |and/or upgrading is required whenever new

[C] capacity (e.g., 2000 | electric transmission |capacity is added.

MS$/GW).
e [open]; no

system for centralized
power plants (cen).

e The total cost of investing in the
expansion of the electricity transmission
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Input Parameter |Alias/Internal |Related Units/ Instance™ Description™
(Indexes*’) Name™' Parameters® |Range & (Required/Omit/Speci
[Purpose]* Defaults al Conditions)
default. grid per unit of new capacity added. The
cost is added to the rest of the investment
cost (INV_INV) and applied to the
investment variable (R_INV) in the
objective function (EQ PRICE if single
region, MR OBJ if multi-region).
ETRANOM T ETRANOM | ANC CAP |e Base year e Provided if Operating and maintenance costs associated
(ele,t) ANC _TCZY | monetary units per | additional charges are [with electricity transmission equipment.
ANC_TEZY | unit of electricity to be levied for the | The total O&M cost associated with an
[C] ANC TSEP (e.g., 2000 M$/PJ). | electricity electricity transmission grid per unit of
e [open]; no transmission system. | activity. The cost is added to the rest of
default. the variable charges and applied to the
activity variable (R TCZYH, R TEZY,
R THZ, or R_CAP if xIlm).
FIXOM TCH_FIXOM ANC_CAP |e Base year e Provided if fixed |Annualized fixed operating and
() monetary units per | operating and maintenance cost for all the capacity in
unit of installed maintenance charges |place in a period, charged regardless of
[C] capacity (e.g., 2000 | are to be levied for ~ |whether or not the technology operates.
M$/GW or PJa). the total installed e The cost is applied to the capacity
e [open]; no capacity. variable (R_CAP) in the objective
default. function (EQ_PRICE if single region,
MR OB]J if multi-region).
FR(Z)(Y) DM_FR BALH CAP |e¢ Decimal fraction.|e Potentially The fraction of the annual demand for an
(d,w) BALE _CAP |e [0,1]; default provided for demand |energy service in each time-slice (w) when
EPK CAP QHR(Z)(Y). sectors (dm) for some device servicing the demand
[D] HPKW CAP which some device |consumes electricity or heat. FR(Z)(Y) thus

consumes electricity
or heat.

e  When not provided
the demand timing

describes the timing or shape of the load

curve.

e The capacity of the electricity and heat
demand device is chosen such that it is
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Input Parameter |Alias/Internal |Related Units/ Instance™ Description™
(Indexes*’) Name™' Parameters® |Range & (Required/Omit/Speci
[Purpose]* Defaults al Conditions)
matches that of the sufficient to meet the demand according to
supply side, so all FR(Z)(Y)/QHR(Z)(Y).
time-slices are set to |  The coefficient contributes to
the standard determining the amount of electricity and
season/time-of-day heat that must be provided (via the balance
splits (QHR(Z)(Y)) equations (MR_BALE, MR BALDH))
indicating uniform and the peaking needs (MR_EPK,
distribution MR_HPK) in each time-slice according to
(UNIFDIST). the device activity (R_CAP adjusted for
e Ifsome FR(Z)(Y) capacity factors, efficiency and market
are provided, and allocation).
others are not, in
those time-slices
where FR(Z)(Y) is
omitted it is assumed
that there is no
associated
electric/heat demand.
FR(Z)(Y)(ELC) SEP_FR BALE SEP |e Decimal fraction.|®¢ Only provided for |The fraction of annual electricity imports or
(s,w) BAS_SEP  |e  [0,1]; default electricity exports that occur in each time-slice.
EPK _SEP | QHR(Z)(Y). imports/exports. e The amount of electricity credited to
[O] e When not provided | (for imports) or against (for exports) the

all time-slices are set
to the standard
season/time-of-day
splits (QHR(Z)(Y)).

e Ifsome
FR(Z)(Y)(ELC) are
provided, and others
are not, in those time-

electricity balance (MR_BALE) and
peaking (MR _EPK) in a time-slice is
determined by the FR(Z)(Y)(ELC)
parameter.
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Input Parameter |Alias/Internal |Related Units/ Instance™ Description™
(Indexes*’) Name™' Parameters® |Range & (Required/Omit/Speci
[Purpose]* Defaults al Conditions)
slices where
FR(Z)(Y)(ELC) is
omitted it is assumed
that there is no
associated electricity
import/export.
GEMLIM e Tons or thousand [¢ Provided to limit |A cap on emissions for a collection of, or
v) tons. emissions collectively [all, regions.
GEMLIMT e [any]; no default. | across multiple e An emissions tracking limit equation
w,t) regions. (MR_GEMLIM/T) is constructed
summing the individual regional emission
[E] variables (R_EM) and imposing an overall
or period-based limit on the emissions.
GROWTH TCH TGR e Decimal fraction.|® Provided if the rate |The maximum annual growth rate of total
(P.t) A 15% per annum | of increase in total  [installed capacity in a period.
growth rate is capacity of a e A technology growth constraint
[O] specified as 1.15. technology is to be (MR_GRTCH) is created for each period
e [-2,43];n0 limited. for which the parameter is provided.
default. e The expansion limit|e The constraint limits the rate at which
constraint may need capacity can expand such that the total
to be seeded by a capacity (R_CAP) in the current period
maximum initial build| does not exceed
(see GROWTH_TID).| (1+GROWTH)**NYRSPER times the
level in the previous period. For example,
a 10% annual growth rate in a 5-year
period model would permit an increase of
(1+.1)**5=1.61051 times the current
level of installed capacity.
GROWTH_TID TCH_GRTI e Units of capacity|e A growth constraint|The growth constraint seed indicates the
(p) (e.g., GW, PJa). cannot be applied if |initial capacity level permitted over and
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(Indexes*’) Name™' Parameters® |Range & (Required/Omit/Speci
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e [open]; no the technology has above the growth constraint for the purposes
[O] default. not been deployed of getting the growth constraint going.
(that is the growth e GROWTH_TID is the right-hand-side
from 0 is 0 no matter | of the technology growth constraint
what the rate). (MR_GRTCH).

e Thus for new technologies not yet
introduced to the energy system the
constraint takes the form of initial
investment < GROWTH_TID until that
first investment is made.

GROWTH_TIDr SEP_GRTI e . Units of a e A growth constraint|The growth constraint seed indicates the
(s) commodity (e.g., cannot be applied if a |initial production level permitted over and
PJ). resource has not been |above the growth constraint for the purposes
[O] e [open]; no tapped (that is the of getting the growth constraint going.
default. growth from 0 is O no [¢  GROWTH_TIDr is the right-hand-side
matter what the rate). | of the resource growth constraint
(MR_GRSEP).

e Thus for new resources not yet
introduced to the energy system the
constraint takes the form of initial
resource activity < GROWTH_TIDr until
that first use of the resource option takes
place.

GROWTHr SEP TGR e Decimal fraction.|®  Provided if the rate |The maximum annual growth rate of total

(s,t) A 15% per annum | of increase in total production from a resource option in a
growth rate is resource production is [period.

[O] specified as 1.15. to be limited. e A resource growth constraint

[-2,+3]; no
default

e The expansion limit
constraint may need
to be seeded by a

(MR_GRSEP) is created for each period
for which the parameter is provided.
e The constraint limits the rate at which a
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(Indexes*’) Name™' Parameters® |Range & (Required/Omit/Speci
[Purpose]* Defaults al Conditions)
maximum initial build| resource can expand such that the total
(see annual production (R_TSEP) in the
GROWTH_TIDr). current period does not exceed
(1+GROWTHr)**NYRSPER times the
level in the previous period. For example,
a 10% annual growth rate in a 5-year
period model would permit an increase of
(1+.1)**5=1.61051 times the current
level of production.
GobjZscal e Scalar, e Provided to scale |The internal scaling of the model to improve
e [.000001 — 1], the objective function |stability and speed the solution of large
[M] default 1. value. problems.
° e Appears only in the individual objective
functions (EQ_PRICE if single region,
MR OB/ if multi-region).
HRESERV T HRESERV | HPKW ACT |e Decimal fraction.|[¢ HRESERYV should |The low-temperature heat peaking factor
(1th) HPKW _CAP |e [0,1]; no default. | be provided for each |looks to ensure that enough capacity is in
HPKW CPD low-temperature heat |place to meet the highest average heating
[O] energy carrier (Ith) for|/demand in the winter (heatcool) season. It

which a peaking
requirement is to be
imposed.

must encompass both an estimate of the
level above the highest average demand that
corresponds to the actual peak (moment of
highest heat demand) plus a reserve margin
of excess capacity. This is to ensure that if
some plants are unavailable the demand for
heat can still be met. Note that because
HRESERYV must encompass both the
estimate from average to peak and the actual
additional peak reserve it is usual
substantially above that of a tradition utility
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reserve margin.

e Providing HRESERYV results in the
creation of a low-temperature heat peaking
constraint (MR_HPKW) that enforces the
above requirement.

IBOND(BD) TCH_IBND e Units of capacity [¢ Omit if investment |The limit on new investments (R_INV) in a
(p,b.t) (e.g., GW, PJa). in a technology is not |period.
e [open]; no to be explicitly e Sets a hard bound on the investment
[O] default. limited. variable (R_INV) according to the bound
type (bd).
INP(ENC) TID CON_INP1 BAL INV  |e Units of e Ifacommodity is [Energy/material required at the time an
(con,enc) PRC INPI TO8 commodity per unit| consumed as part of |investment in new capacity is made.
of capacity (e.g., putting a new Typically used to represent the initial load
INP(MAT) TIDp prc_enc PJ/PJa). investment in place. |of fuel into the core of a nuclear reactor.
(prc,mat) snk enc e [open]; no e This amount enters the balance equation
default. (MR_BAL) in the period in which the
[T] investment takes place, except for nuclear
energy carriers (enu) for which it is
charged to the previous period.

e If more than one commodity is
consumed at investment time then each
must have a corresponding
INP(ENT/MAT) TID parameter.

e Contributes to defining the flow of
commodities through the RES.

INP(ENT)c CON_INP2 ANC CAP |e Units of e Ifacommodity is [Energy/material consumed to generate one
(con,ent,t) ANC TCZY | commodity consumed by a power |unit of electricity and/or low-temperature
con_enc ANC_TEZY | consumed per unit | plant. heat leaving the facility, that is, after any
INP(MAT)c con_elc ANC THZ | of production. e Atleast one input |on-site consumption. Expressed as the
(con,mat,t) con_lth BAL CAP |e [open]; no must be specified. inverse of the efficiency of the power plant.

144




Input Parameter |Alias/Internal |Related Units/ Instance™ Description™
(Indexes*’) Name™' Parameters® |Range & (Required/Omit/Speci
[Purpose]* Defaults al Conditions)
BALE CAP | default. e This amount enters the balance
[T] BALE EZY (MR_BAL, MR_BALE) and peaking
BALE HPL (MR_EPK, MR_HPKW) equations, and
BALH CAP contributes to the objective function
BALH THZ (EQ_PRICE if single region, MR _OBJ if
EPK CAP multi-region) if there is a delivery cost
EPK HPL (DELIV) for the commodity, according to
EPK TEZY the level of operation of the facility
HPKW CAP (R_TCZYH, R_TEZY,R THZ).
HPKW_HLK e If more than one commodity is
TCH_DELIV consumed by a power plant then each
must have a corresponding
INP(ENT/MAT)c parameter.
e Contributes to defining the flow of
commodities through the RES.
INP(ENT)p PRC_INP2 ANC ACT |e Units of e Ifacommodity is [Energy/material consumed to generate one
(pre,ent,t) ANC_CAP commodity consumed by a unit output from a process.
prc_enc BAL_ACT consumed per unit | process. e This amount enters the balance
{But not prc_elc BAL CAP of production. e At least one input (MR_BAL, MR _BALE) and peaking
ent=LTH} BALE ACT |e [open]; no must be specified. (MR_EPK) equations, and contributes to
BALE CAP default. the objective function (EQ PRICE if
INP(MAT)p EPK TEZY single region, MR _OBJ if multi-region) if
(prc,mat,t) TCH_DELIV there is a delivery cost (DELIV) for the

[T]

commodity, according to the level of
operation of the process (R_ACT).

e [fmore than one commodity is
consumed by a process then each must
have a corresponding INP(ENT/MAT)p
parameter.

e Contributes to defining the flow of
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commodities through the RES.
INP(ENT)r SEP INP ANC TSEP |e Units of e Ifan auxiliary Energy/material consumed to produce one
(s,ent,t) BAL SENT | commodity commodity is unit of output from a resource activity.
sep_ent EPK SEP consumed per unit | consumed as part of a [  This amount enters the balance
{But not TCH_DELIV | of production. resource supply (MR_BAL, MR BALE) and peaking
ent=LTH} e [open]; no option. (MR_EPK) equations, and contributes to
default. the objective function (EQ_PRICE if
INP(MAT)r single region, MR _OBJ if multi-region) if
(s,mat,t) there is a delivery cost (DELIV) for the
commodity, according to the amount of
[T] resource produced (R_TSEP).

e [fmore than one commodity is
consumed by a resource activity then each
must have a corresponding
INP(ENT/MAT)r parameter.

e Contributes to defining the flow of
commodities through the RES.

INP(ENT)x srcencp ANC TSEP |e Indicator. e Ifacommodity is |Energy/material “consumed” as part of an

(s,ent,t) BAL_SENT |e [1]; no default. exported. exporting activity, that is the actual exported

sep EPK TEZY e Identifies the name [commodity.

{But not of the commodity, |® This amount enters the balance

ent=LTH} and should always be (MR_BAL, MR BALE) and peaking
specified with a value | (MR_EPK) equations, and contributes to

INP(MAT)x of 1. the objective function (EQ_PRICE if

(s,mat,t) e Only one single region, MR _OBJ if multi-region) if

[T]

INP(ENT/MAT)x
should be specified
per export option.

there is a delivery cost (DELIV) for the
commodity, according to the amount of
resource produced (R_TSEP).
Contributes to defining the flow of
commodities through the RES.
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INVCOST TCH_INVCOS | COST INV |e Base year e Provided for all The total cost of investments associated
(p.t) CRF monetary units per | technologies for with the installation of a unit of new
FL/FRLIFE unit of capacity which an investment |capacity in a given period.
[C] FRACLIFE | (e.g.,2000 M$/GW | cost applies. e The technology investment cost is
INV_INV or PJa). e Ifno investment spread (COST _INV) over the lifetime
PRI_INV  |e [open]; no cost or lifetime (LIFE) of the technology by applying a
default. (LIFE) is provided for| capital recover factor (CRF), and adjusting
processes (prc) then for any fraction of the last period an
they are considered to | investment is available
be externally load (FRACLIFE/FRLIFE), if necessary. CRF
managed (xpr). in turn depends upon the discount rate
(DISCOUNT or DISCRATE) as well as
the technical lifetime (and period length
NYRSPER).

e If'the technology is a conversion
technology (con), then additional costs for
the transmission (if centralized,
ETRANINYV) and distribution
(EDISTINV) infrastructure are added to
the facility investment cost to determine
the total investment cost (INV_INV).

e The “spread” annualized cost
(COST_INV) is applied to the investment
variable (R_INV). Note that the
investment cost is taken from the input
data in the period in which the investment
takes place, and from the first period of all
the remaining residual capacity.

LAG(ENC) PRC _LAG BAL _ACT |e Decimal fraction.|e  Should be provided |The fraction of output energy carrier (enc)
(pre,enc,t) BAL _CAP |e [0,1]; no default. | if the process has an |or material (mat) that becomes available in
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[Purpose]* Defaults al Conditions)
output energy or period t+1.
LAG(MAT) material production, |e  This option is mostly used for nuclear
(prc,mat,t) part of which is processes to allow for cooling and
delayed until period reprocessing of fuel.
[T] t+1.
LED(ENT) PRC LED ANC ACT |eo Decimal fraction.|[®  Should be provided |The fraction of energy carrier (ent) or
(prc,ent,t) ANC_CAP |e [0,1]; no default. | if the process has an |material (mat) that is input to the process
BAL ACT input energy or and that is required in period t-1.
LED(MAT) BAL CAP material requirement, |  This one period lead between input fuel
(prc,mat,t) BALE ACT part of which is consumption and process activity is
BALE CAP needed in the generally required for nuclear processes.
[T] EPK ACT previous period t-1.
EPK CAP
LIFE TCH LIFE BAL INV  |e Number of years. ¢  Should be provided |The number of years that a technology is
(p) COST INV |e [open]; no for all technologies, |available from the year of initial installation.
CPT CAP default. except dummy (dum) [ The technology investment cost
[O] CPT INV processes. (INVCOST) is spread (COST_INV) over
CRF e Ifno investment the lifetime of the technology by applying
CRF_RAT cost INVCOST) or a capital recover factor (CRF), and
FL/FRLIFE lifetime is provided adjusting for any fraction of the last period
FRACLIFE for processes (prc) an investment is available
INV_INV then they are (FRACLIFE/FRLIFE), if necessary.
PRI _INV considered to be e The “spread” annualized cost

externally load
managed (xpr).

(COST_INV) is applied to the investment
variable (R_INV).

e The availability of new investments
(R_INV) is tracked by means of the
capacity transfer equation (MR _CPT),
where the investment remains available
until the lifetime is reached, including a
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fraction thereof if LIFE is not a multiple
of the number of year per period
(NYRSPER).
LIMIT PRC LIM BAL ACT |e Sumofall e Provided for Indicates that a process is to be modeled
(pre,t) BAL_CAP outputs per unit of | processes that permit [permitting flexible output of the various
production (e.g., flexibility among the |commodities produced by the process.
[O] PJ/PJ). possible outputs. When LIMIT is provided the commodity
e [0,5]; no default. output fractions (OUT(ENC)p) are
interpreted as maximum outputs (per unit of
process activity), rather than as rigid fixed
ratios. The value of LIMIT defines the
overall efficiency of the process.

e The LIMIT parameter results in a new
process/commodity variable (R_LOUT)
being created for each output.

e The individual output flows are
controlled by a limit equation (MR_LIM)
for each commodity.

e The overall efficiency of the process is
ensured by a process balance equation
(MR_PBL) that sums the individual output
flows (R_LOUT) and ensures that they
equal LIMIT * process activity (R_ACT).

MA(ENC) TID DMD MATI BAL INV  |e Units of e Ifacommodity is [Energy/material required at the time an
(dmd,enc) TO8 commodity per unit | consumed as part of |investment in new capacity is made.
snk_enc of capacity (e.g., putting a new e This amount enters the balance equation
MA(MAT )_TID PJ/PJa). investment in place. (MR_BAL) in the period in which the
(dmd,mat) e [open]; no investment takes place.
default. e If more than one commodity is
[T] consumed at investment time then each
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must have a corresponding
MA(ENT/MAT) TID parameter.
e Contributes to defining the flow of
commodities through the RES.
MA(ENT) DMD MA ANC CAP |e Units of e Ifacommodity is |The share of energy/material consumed to
(dmd,ent,p) BAL CAP commodity per unit| consumed by a service one unit of demand from a demand
dd ma BALE CAP of device output demand device. device.
MA(MAT) BALH CAP | (e.g., PJ/P)). e This amount enters the balance
(dmd,mat,p) EPK CAP |e [open]; no (MR_BAL, MR BALE, MR BALDH)
HPKW_CAP | default. and peaking (MR_EPK, MR HPKW)
[T] TCH_DELIV equations, and contributes to the objective
function (EQ_PRICE if single region,
MR _OBJ if multi-region) if there is a
delivery cost (DELIV) for the commodity,
according to the level of operation of the
facility (R_TCZYH, R_TEZY, R_THZ).
e [fmore than one commodity is
consumed by a power plant then each
must have a corresponding
MA(ENT/MAT) parameter.
e Contributes to defining the flow of
commodities through the RES.
MED- MEDBANNC e Base year e Obtained from Annualized costs from the MED reference
BASEANNC monetary units $SET MARKALED [run used to calculate the change in annual
(e.g., 2000 M$). ‘BPRICE’ run as producer/consumer surplus in the reports.
[C] e [open]; no written to <reg>.EDD
default. file.]
MED-BASEOBJ BASEOBIJ e Base year e Obtained from Total system cost for the MED reference

[C]

monetary units
(e.g., 2000 M$).

$SET MARKALED
‘BPRICE’ run as

run used to report change in total
producer/consumer surplus.
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(Indexes*’) Name™' Parameters® |Range & (Required/Omit/Speci
[Purpose]* Defaults al Conditions)
e [open]; no written to <reg>.EDD
default. file.
MED-DMBPRICE| DMBPRICE DM _ELAST |e Base year e Obtained from Marginal cost of the individual flexible
(d,t) DM STEP monetary units $SET MARKALED |demands for the MED reference run.
DM VAR (e.g., 2000 M$). ‘BPRICE’ run as e Used in the calculation of the cost to the
[C] e [open]; no written to <reg>.EDD | objective function (EQ_ PRICE if single
default. file. region, MR _OBJ if multi-region) as a
result of up/down movement of the elastic
demands (R_ELAST) according to MED-
ELAST, MED-STEP, MED-VAR.
MED- DM _ELAST | DMBPRICE |e Scalar exponent. ¢ An elasticity is Elasticity of demand indicating how much
ELAST(BD) DM _STEP |e [open]; no required for each the demand rises/falls in response to a unit
(d,b,t) DM VAR default. step/direction the change in the marginal cost of meeting the
demand is permitted |elastic demands.
[D] to move. Contributes to determining (according to

e A different value
may be provided for
each direction, thus
curves may be
asymmetric.

MED-ELAST, MED-STEP, MED-VAR)
the amount the demand can move
(R_ELAST) in the demand equation
(MR_DEM), and the associated cost to the

objective function (EQ_ PRICE if single

55

MED _STEP(BD), 4 b,

b,

2

u=1

[14+(MED _VAR,. 4 p //MED _STEP(BD),. 4 p *(u=5)]**

(I/MED _ELAST . 4 p )

[1-(MED _VAR, 4, ,/MED _STEP(BD), 4 5 *(u=5)]**
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Input Parameter |Alias/Internal |Related Units/ Instance™ Description™
(Indexes*’) Name™' Parameters® |Range & (Required/Omit/Speci
[Purpose]* Defaults al Conditions)
region, MR _OBJ if multi-region). The core
calculation is shown in the footnote®®, and is
multiplied by MED-BPRICE when entering
the objective function.
MED-STEP(BD) DM STEP DMBPRICE |e Count. e The number of The number of steps to use for the
(d,bt) DM_ELAST |e  [open]; no steps is required for ~ |approximation of the change in
DM VAR default. each step/direction the|producer/consumer surplus when running
[D] demand is permitted [MED.
to move. e Contributes to determining (according
e A different value to MED-ELAST/MED-STEP/MED-VAR)
may be provided for | the amount the demand can move
each direction, thus (R_ELAST) in the demand equation
curves may be (MR_DEM), and the associated cost to the
asymmetric. objective function (EQ_PRICE if single
region, MR _OBJ if multi-region). [See
MED-ELAST(BD) for calculation.]
MED-VAR(BD) DM VAR DM BPRICE |e Scalar e A variation is Variation of demand indicating how much
(d,b,t) DM _ELAST |e [0,1]; no default. | expected for each the demand rises/falls in response to a unit
DM _STEP step/direction the change in the marginal cost of meeting the

[D] demand is permitted |elastic demands.
to move. e Contributes to determining (according
e A different value to MED-ELAST, MED-STEP, MED-
may be provided for | VAR) the amount the demand can move
each direction, thus (R_ELAST) in the demand equation
curves may be (MR_DEM), and the associated cost to the
asymmetric. objective function (EQ_PRICE if single
region, MR _OBJ if multi-region). [See
MED-ELAST(BD) for calculation.]
MM-SCALE e Scalar. The internal scaling of the model when

e [.000001 to 17;

running MARKAL-MACRO to scale the
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[M] default=1. energy component (EC) relative to the

overall economy.

e Appears in every equation of the model.

MO(ENC) TID DMD_MOTI BAL INV  |e Units of e Ifacommodityis |Energy/material released per unit of

(dmd,enc) REL ENC commodity per unit| released as part of investment at the end of the useful lifetime

of capacity (e.g., decommissioning an |(LIFE) of a demand device.

MO(MAT) TID dd mo PJ/PJa). investment made e This amount enters the balance

(dmd,mat) e [open]; no during the modeling | (MR_BAL) for the commodity according

default. horizon. to the level of investment (R_INV).

[T] e If more than one commodity is
produced at the end of the lifetime (LIFE)
of a demand device then each commodity
must have a corresponding
MO(ENC/MAT)_TID parameter.

e Contributes to defining the flow of
commodities through the RES.

MO(ENC) DMD MO BAL CAP |e Units of e Ifacommodity is [Energy/material released per unit of activity

(dmd,enc,t) commodity produced as part of  |of a demand device.

dd_mo released per unit of | servicing a demand. |e This amount enters the balance
MO(MAT) energy service (MR_BAL) for the commodity according
(dmd,mat,t) provided (e.g., to the level of operation of the device
PJ/P)). (R_CAP with consideration for capacity

[T] e [0,1]; no default. factor and units).

e [f more than one commodity is
produced by a device then each
commodity must have a corresponding
MO(ENC/MAT) parameter.

e Contributes to defining the flow of
commodities through the RES.

OUT(DM) DMD_OUT BALE CAP |e End-use demand |e Provided for each |The fraction of the output from a demand
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(dmd,d,t) DMD OUTX | BALH CAP | service met per unit| demand sector device that services a particular demand.
DEM _CAP of device activity. serviced by a demand [e  The amount that output (R_CAP, taking
[T/D/O] dmd dm EPK CAP |e [0,1]; no default. | device. into consideration the capacity factor and
dmd dms HPKW CAP e Each device is units) contributes to the meeting of the
expected to service at | demand (MR _DEM).
least one sector. e When electricity/heat is involved the
e Foragiven demand| load is adjusted according to the weighted
device the OUT(DM) | FR(Z)(Y) for each demand serviced,
should sum to 1. affecting the balance (MR_BALE,
MR _BALDH) and peak (MR_EPK,
MR _HPKW) equations.
e Ifmore than one demand is serviced by
a device then each demand must have a
corresponding OUT(DM) parameter.
e Contributes to defining the flow of
commodities through the RES.
OUT(ELC) TID CON _GRID ANC TCZY |e Indicator. e Identifies the grid [An indicator (always 1) as to which
(con,elc) ANC _TEZY |e [1]; no default. to which a conversion |electric/low-temperature heat grid a power
ANC_THZ technology is plant is connected.
OUT(LTH) TID CON_HGRD BALE CAP connected. e The grid controls to which electric/heat
(con.,lth) BALE EZY e A conversion plant | balance MR_BALE/MR_BALDH) and
tch_enc BALE HPL may only feed a peaking (MR_EPK/MR _HPK) equations a
[T] BALH_CAP single electricity/heat | conversion plant contributes, and which
BALH CYZ grid. transmission and distribution costs
BALH THZ (ETRANOM, EDISTOM, DTRANOM)
EPK CAP are to be charged to the objective function
EPK HPL (EQ_PRICE if single region, MR _OBJ if
EPK TEZY multi-region).
HPKW _ACT e Contributes to defining the flow of
HPKW CAP

commodities through the RES.
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HPKW_CPD
HPKW HLK
INV_INV
TCH_DELIV
T04
OUT(ENC)c CON _OUuUT BAL ACT |e Units of e Ifacommodity is |The amount of a commodity released per
(con,enc,t) con_enc BAL CAP commodity produced by a process |unit of activity. In the case of conversion
OUT(MAT)c BAL TCZY | released per unit of | or conversion plants this is a by-product of the
(con,mat,t) BAL _TEZY | activity (e.g., technology. electric/heat generation activity. For
BAL THZ PJ/P)). processes this is the fixed or maximum (in
OUT(ENC)p PRC OUT e [0,1 usually]; no the case of flexible LIMIT processes)
(pre,enc,t) prc_enc default. primary output from the process.
OUT(MAT)p e This amount enters the balance
(prc,mat,t) (MR_BAL) equation according to the
level of operation of the facility
[T] (R_TCZYH, R_TEZY,R THZ).

e If more than one commodity is
produced by a process or as a by-product
from a conversion plant then each
commodity must have a corresponding
OUT(ENC/MAT) TIDc/p parameter.

e Contributes to defining the flow of
commodities through the RES.

OUT(ENT)r sep ANC TSEP |e Indicator. e Identifies the For resource activities, other than exports,
(s,ent,t) tpsep BAL_TSEP |e [1]; no default. commodity produced, |an indicator (should be 1) as to the

BALE SEP as well as the grid for |[commodity produced from a resource
{not ent = Ith} BAS SEP electricity. supply option.

CUM_TSEP e The commodity enters the balance
OUT(MAT)r EPK SEP (MR _BAL, MR_BALE) and peaking
(s,mat,t) (MR EPK) equations, and contributes to
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(Indexes*’) Name™' Parameters® |Range & (Required/Omit/Speci
[Purpose]* Defaults al Conditions)
the objective function (EQ PRICE if
[T] single region, MR _OBJ if multi-region) if
there is a resource cost (COST) for the
commodity, according to the amount of
resource produced (R_TSEP).
e Contributes to defining the flow of
commodities through the RES.
OUT(MAT) TIDc| CON _OUTI BAL INV  |e Units of e Ifacommodity is [Material released per unit of investment at
(con,mat) commodity per unit| produced as part of  |the end of the useful lifetime (LIFE) of a
of capacity (e.g., retiring a new process or conversion technology.
OUT(MAT) TIDp| PRC OUTI PJ/PJa). investment at the end [e If more than one commodity is
(prc,mat) prc_enc e [open]; no of its lifetime (LIFE). | produced at the end of the lifetime then
rel_enc default. each commodity must have a
corresponding OUT(MAT) TIDc/p
[T] parameter.
e Contributes to defining the flow of
commodities through the RES.
PD(Z)D TCH_PD EPK _TEZY |e Fraction. e Most often left to  |For a power generating plant considered to
(con,z,t) HPKW_ACT (o [0,1]; default=1,| the default of 1. be a peaking device (PEAK_TID(CON))
PEAK TID when PEAK TID |e Not available for |whose contribution to the peaking constraint
{except con=cpd} TEZY CAP (CON) provﬁed. coupled heat and is only to be credited according to its
THZ CAP power plants (cpd).  |operational level, PD(Z)D is the fraction of

[O]

the daytime in a season for electricity (or

season for heat) that the plant is available.

e The activity of such plants is controlled
by the utilization equation (MR _TEZY,
MR _THZ) by limiting the activity
(R_TEZY, R THZ) to the peak duration *
fraction of the year (QHR(Z)(Y), QHRZ).

e In the peaking constraint (MR EPK,
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MR _HPKW) the activity variable enters
the equation taking into consideration both
the fractional capacity that can be credited
to the peak (PEAK(CON)) and the
duration of operation within the time-slice.
PEAK(CON) PEAKI1 EPK CAP |e Fraction. e For most plants it is [For a power generating plant, the fraction of
(con,z,t) EPK TEZY |e [0,1]; default=1.| assumed that all the [the plant’s capacity that should be credited
HPKW ACT capacity is available |towards the peaking requirement.
[O] HPKW CAP to meet the peak, e The multiplier applied to the capacity
HPKW CPD however for variable (R_CAP), or activity variable
intermittent (R_TEZY/R_THZ) if a peaking device
technologies (e.g., (PEAK TID(CON)) taking into
solar, wind) a value consideration the duration factor
less 1than is normally | (PD(Z)D), in the peaking constraint
provided. (MR _EPK, MR HPKW).
PEAK(CON) TID| PEAK TID BAS TEZY |e Indicator. e Used for peaking- [An indicator that a power generating plant is
(con) EPK_CAP e [1]; no default. only devices that have |only to be credited towards the peaking
EPK TEZY low capital costs but |requirement based upon its operation, not its
[O] HPKW _ACT high operating costs, |capacity.
HPKW_CAP which sometimes e The indicator serves as a switch that
HPKW CPD results in the model inhibits the generation of an activity
PD(Z)D building but not using | variable (R_ TEZY, R_THZ) at off-peak
TEZY CAP such technologies. If | times, thus allowing such plants to only
THZ CAP such decisions were operate at potential peak times.

made by the model
only to meet the
peaking requirements,
then activating this
tends to result in the
running of such

e  The activity of such plants is controlled
by the utilization equation (MR _TEZY,
MR _THZ) by limiting the activity to the
peak duration (PD(Z)D) * fraction of the
year (QHR(Z)(Y), QHRZ).

e In the peaking constraint (MR EPK,
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(Indexes*’) Name™' Parameters® |Range & (Required/Omit/Speci
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plants, or the selection| MR _HPKW) the activity variable enters
of some other the equation taking into consideration both
technology. the fractional capacity that can be credited
e Not permitted for to the peak (PEAK(CON)) and the
coupled production duration of operation within the time-slice.
(cpd) or base load
(bas) plants.
PEAKDA(PRC) | PEAKDA PRC | EPK ACT |e Fraction. e Only provided if  [For processes that use electricity the fraction
(prc,t) EPK_CAP |e [0,1]; default=1.| some part of the of the consumption that is coincident with
demand for electricity |the peak.
[O] is know not to occur e A multiplier adjusting the amount of
during the peak time. | electricity consumed (R_ACT/R_CAP
(xpr) consumption) that contributes to
peaking requirements (MR EPK).
PEAKDA(SEP) PKDA SEP EPK SEP |e Fraction. e Only provided if  [For the import and export of electricity, and
(s,t) e [0,1]; default=1.| some part of the for ancillary use of electricity, the fraction
import/export/ of the supply/export/consumption that is
[O] consumption of coincident with the peak.
electricity does not (¢ A multiplier adjusting the amount of
occur during the peak | electricity delivered/exported/consumed
time. (R_TSEP, latter adjusted for consumption)
e For resources that contributes to meeting (for imports) or
consuming electricity | adds to the requirements for peak capacity
during the extraction | (MR_EPK).
process, it indicates
the fraction of the
consumption that is
coincident with the
peak.
QHR(Z)(Y) OHRsp QHRZg,  |e  Fraction. e Must be provided | The fraction of the year represented by each
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Input Parameter |Alias/Internal |Related Units/ Instance™ Description™
(Indexes*’) Name™' Parameters® |Range & (Required/Omit/Speci
[Purpose]* Defaults al Conditions)
(w) e [0,1]; no default. | for each time-slice to |time-slice. The year may be divided up into
be represented. six time-slices according to season
[M] e Omit for any time- [(Z=Winter/Intermediate/Summer) and time-
slice not to be of-day (Y=Day/Night). The time-slices are
tracked. used to shape electricity and heat load to
discriminate between times of high and low
demand.

e The electricity and heat balance
(MR _BALE, MR BALDH) and peaking
(MR_EPK, MR _HPK) equations are only
generated for those time-slices specified.

e All power plants (con) operate based
upon these fractions of the year, with
variables (R_TCZYH, R_TEZY,R THZ)
only created for those time-slices
specified.

e  The power sector generation in each
time-slice is matched against the load
accumulated according to the various
demands shapes (FR(Z)(Y)), that default
to QHR(Z)(Y) when not provided.

RAT_RHS RAT RTYI e Fraction. e MR ADRATn user |[RAT RHS has three purposes. It is a

(a,b,t) RAT RTY e [open]; no constraints are only  |designator as to the sense (‘LO’, ‘FX’, ‘UP’,
default. generated when the  |'NON’, corresponding to

[U] user explicitly MR _ADRATI,2,3,4 respectively) of a user-

provides a value
(including 0) for the
RHS in a period.

defined ad hoc constraint, indicating in
which periods the constraint applies
(whenever a value is explicitly provided for
period), and the value of the RHS.

e A user-defined constraint

159




Input Parameter |Alias/Internal |Related Units/ Instance™ Description™
(Indexes*’) Name™' Parameters® |Range & (Required/Omit/Speci
[Purpose]* Defaults al Conditions)

(MR_ADRATI1-4, according to the sense
of the equation) generated by applying the
associated multipliers (the RAT *
parameters below) directly to the
appropriate associated variables.

RA T_A CT6E, 6P,60Q,6R
(a,p,t)

e Constant.
e [open]; no
default.

e An intersection is
created for each
period in which a

The coefficient in a user-defined constraint
(MR_ADRATI1-4) to be applied to the
annual activity of a technology.

[U] coefficient is e The multiplier to be applied to the
provided. activity variable (R_ACT (for prc),

e Note that the same | R_CAP (for dmd), R TCZYH (pass-out
coefficient is used for | cpd), R_ TEZY (ela), R_THZ (hpl)) for
all time-slices when each time-slice.

RAT ACT is used for{e For externally load managed (xlm, xpr)
conversion plants. If | and demand (dmd) technologies, the
the coefficient is to coefficient is applied to the capacity
vary according to variable (R_CAP) according to the
time-slice, then the operation of the technology.
individual
RAT TCZY or
RAT TEZY or
RAT_ HPL parameter
need to be used.
RAT CAPgr e Constant. e Anintersectionis |The coefficient in a user-defined constraint
(a,p,t) e [open]; no created for each to be applied to the capacity of a
default. period in which a technology.
[U] coefficient is e An intersection is created in the user-

provided.

defined equation (MR _ADRATI1-4) for a
technology according to its total installed
capacity (R CAP).
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Input Parameter |Alias/Internal |Related Units/ Instance™ Description™
(Indexes*’) Name™' Parameters® |Range & (Required/Omit/Speci
[Purpose]* Defaults al Conditions)
RAT HPLgy e Constant. e Anintersectionis |The coefficient in a user-defined constraint
(a,hpl,z,t) e [open]; no created for each to be applied to the seasonal (z) activity of a
default. period and season for |heating plant (hpl).
[U] which a coefficient is |®  An intersection is created in the user-
provided. defined equation (MR _ADRATI1-4) for a
e The multiplier is technology according to the seasonal
applied to the activity of the heating plant (R THZ).
seasonal activity
variable (R_THZ)
only for those seasons
for which the
parameter is provided.
RAT INVs, e (Constant. e Anintersectionis |The coefficient in a user-defined constraint
(a,p,t) e [open]; no created for each applied to new investment in a technology.
default. period in which a e An intersection is created in the user-
[U] coefficient is defined equation (MR_ADRAT1-4) for
provided. the technology according to the level of
new investment (R INV).
RAT_SEP RAT TSEPqr e Constant. e Anintersectionis |The coefficient in a user-defined constraint
(as,t) e [open]; no created for each applied to the level of production from a
default. period in which a resource supply option (srcencp).
[U] coefficient is e An intersection is created in the user-
provided. defined equation (MR _ADRAT1-4) for
the resource supply option according to
the resource activity level (R_TSEP).
RAT TCZY4p e Constant. e Anintersectionis |The coefficient in a user-defined constraint
(a,cpd,w,t) e [open]; no created for each applied to the time-slice (w) activity of a
default. period and time-slice |coupled heat and power (cpd) pass-out
[U] for which a turbine (ELM/CEH).

coefficient is

e An intersection is created in the user-
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Input Parameter |Alias/Internal |Related Units/ Instance™ Description™
(Indexes*’) Name™' Parameters® |Range & (Required/Omit/Speci
[Purpose]* Defaults al Conditions)
provided. defined equation (MR _ADRATI1-4) for a
e  The multiplier is technology according to the time-slice
applied to the activity | activity of the heat output from a pass-out
variable (R_TCYZH) | turbine (R_TCZYH).
only for those time-
slices for which the
parameter is provided.
RAT TEZYso e Constant. e Anintersectionis [The coefficient in a user-defined constraint
(a,ela,w,t) e [open]; no created for each according to the time-slice (w) activity of an
default. period and time-slice |electric plant (ela).
[U] for which a e An intersection is created in the user-
coefficient is defined equation (MR_ADRAT1-4) for
provided. the technology according to the time-slice

e The multiplier is
applied to the activity
variable (R_TEZY)
only for those time-
slices for which the
parameter is provided.

activity of the electricity output
(R_TEZY).

REG_XCVT(@I’U)H
S,

1210
(r,ent)

REG XCVT(env)
211

(r,v)

REG XCVT(mat)
118,

11T, 211
(r,mat)

e Constant.
e [open]; default =
1.

e Provided if the
units of any
commodity are
different between
regions.

Commodity conversion factor by region for

bilateral and global trade.

e Applied to the import/export (R_TSEP,
R_TSEPE) and global (R_GTRD) trade
variables in the bi-lateral (MR _BITRD,
MR _BITRDE) and global (MR_GTRD)
constraints.
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Input Parameter |Alias/Internal |Related Units/ Instance™ Description™
(Indexes*’) Name™' Parameters® |Range & (Required/Omit/Speci
[Purpose]* Defaults al Conditions)
[T]
REG_XMONY 24 e Constant. e Provided if the Monetary conversion factor by region for
N e [open]; monetary units in any |the total costs of the energy system in each
(r) e Default=1. region are different. |region.
e Applied to the regional total system cost
[T/C] variable (R_objZ) for each region as it
enters the final objective function
(MR _OBJ).
REH T CPDREH ANC TEZY |e Unit of electricity|e Provided if a For a back-pressure turbine coupled
(cpd,t) BALH CYZ | produced per unit coupled-heat and production plant (cpd), that is one having a
HPKW_CPD | of heat produced. power plant is a back- |fixed electricity-to-heat ratio, the ratio of
[O] HPKW_HLK |e [0,1]; no default. | pressure turbine. electricity per unit of heat produced.

e Since there is a fixed relationship
between the amount of electricity and
heat, the electric production variable
(R_TEZY) is used to represent both. REH
is applied to R_TEZY to reflect the heat
contribution from such a plant to the heat
balance (MR_BALH) and peaking
(MR_HPKW) constraint.

e [Ifthere are O&M charges for the heat
distribution system (DTRANOM) then the
variable also appears in the objective
function (EQ_PRICE if single region,
MR OBJ if multi-region).

RESID TCH RES e Unit of capacity | Provided for each |For technologies available at the beginning

(.t (e.g., GW, PJa). period for which of the modeling horizon, that is those that
e [open]; no capacity installed were in place before the first year of the

[O] default. prior to the beginning |[model, the “retirement” trajectory as those
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Input Parameter |Alias/Internal |Related Units/ Instance™ Description™
(Indexes*’) Name™' Parameters® |Range & (Required/Omit/Speci
[Purpose]* Defaults al Conditions)
of the model horizon |technologies reach their useful lifetime.
is still in place. Thus for each period RESID is the
exogenous specification of the residual
capacity left around for those technologies
inherited by the model when it started.
e The RESID appears as the right-hand-
side of the capacity transfer constraint
(MR _CPT1/2/3).
SAL_REL SALV_INV e Monetary units. |¢ When material Upon the release of sunk materials their
(c.t) INV_INV (M$2000) released during the  |value is credited back to the objective
PRI_INV e [any], none. modeling horizon is  |function.
[C] to be credited to the |® The value of salvaged material is
objective function. applied to the investment variable
(R_INV) upon reaching its technical
lifetime (LIFE).
SAL SNK SALV_INV e Monetary units. |¢ When material At the end of the modeling horizon all sunk
(c,b) INV_INV (M$2000) released at the end of |materials embodied in investments still in
PRI_INV e [any], none. the modeling horizon |place have their value credited back to the
[C] is to be credited to the [objective function.
objective function. e The value of sunk material is applied to
the investment variable (R_INV) upon
reaching its technical lifetime (LIFE).
SECURITY TSEC SEP e Any e When the security [A multiplier applied to each resource supply
(c,H) SEC_SEP e [any], none. accounting equation is|option, if desired.
to be built for a e Entry made in the security accounting
[O] commodity. equation (MR_TSECURI) for each
resource option to be tracked.
SLKCOST e Monetary units. |[¢ When the user An indicator that results in the reformulation
(c,t) (Million US$2000) | wishes to make an of the energy and low-temperature balance

e [any], none.

energy carrier (enc)

equations as slack constraints. This is
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Input Parameter |Alias/Internal |Related Units/ Instance™ Description™
(Indexes*’) Name™' Parameters® |Range & (Required/Omit/Speci
[Purpose]* Defaults al Conditions)

[C] balance constraint an |sometime useful when infeasibilities are
=E= with a slack occurring as a result of fixed output
variable (R_SLKENC [technologies.

/R_SLKLTH), rather |¢ A slack variable

than the traditional (R_SLKENC/R_SLKLTH) is added to the

=G=. standard balance constraints

e The value of (MR_BAL/MR_BALDH) and the

SLKCOST should be | equations changed to an equality =E=.

very high. e The slack variable also enters the
objective function (EQ PRICE if single
region, MR _OBJ if multi-region)
multiplied by the SLKCOST.

SRAF(Z) TCH SRAF e Fraction. e Provided if a hydro |To limit the seasonal availability of a

(hde,z,t) e [0-1]; no default. | plant has a seasonal |hydroelectric (hde) reservoir.
limit on the reservoir e Results in a seasonal utilization

[O] availability. equation (MR_SRM) establishing the limit

on total hydroelectric generation in a
season based upon total capacity (R_CAP)
* the seasonal reservoir factor (SRAF).
SRCENCP™ sep ANC TSEP |e List. e Provided for each [List of resource supply options.
tpsep ANC _ZSTK |e [alpha-numeric resource supply e For each element of the set SRCENCP
[T] BAL _SENT | according to options, including bi- | (sep) a resource variable is created
BALE SEP naming lateral (R_TSEP), beginning from the year the
BAS SEP convention]; no imports/exports. variable is first available.
CUM_TSEP | default. e A mapping set e The resource variable enters the balance
EPK SEP

(sep) splits the single
SRCENCP name into

constraint (MR_BAL, MR BALE) and if
electricity (elc) the peaking constraint

5 SRCENCP is actually a list created from the user input, and is managed as a Set in the GAMS code. However, the entries themselves, constructed with the
named outputs from the various resource options, control the entry in the various cost, balance and peaking equations. Therefore it is listed here as well.
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Input Parameter |Alias/Internal |Related Units/ Instance™ Description™
(Indexes*’) Name™' Parameters® |Range & (Required/Omit/Speci
[Purpose]* Defaults al Conditions)
its 3 components (src, | (MR_EPK) and base load (MR_BAS)
e, ¢). This short form | constraint, as well as the objective
is often used in the function (EQ_PRICE if single region,
code. MR _OBJ if multi-region).

e [Note, it is e [fthe total amount available from a
recommended that the| source over the entire time horizon is
modeler use the same | limited by cumulative proven reserves
characters for the (CUM), then the resource variable also
SEPent root as the enters a special cumulative constraint
primary output (MR_CUM).

(OUT(ENT)r/x))to  [e  For the stockpile activities there is a
avoid mixing internal | special variable created for the recovered
and input/output material in the stockpile at the end of the
SRCENCP names. ] model horizon (R ZSTK).
START TCH_STRT e Year. e Used when The year in which a technology or resource
(p/s) SEP_STRT e [1990-2200]; establishing the option is initially available.
default = first year | master control set for [  Controls from which period technology-
[O] tptch of the model technologies (tptch), | based equations (e.g., MR_CPT,
tpsep horizon. and technology MR TEZY, MR _THZ) and technology
et al subsets (e.g., tpela, and resource based variables (all with p,
tpcpd, tpsep) that is and R_TSEP respectively) are to be
used throughout the generated.
code to control from
which period a
technology is
available.
STARTYRS PRI DF  |e Number of years.|[¢ For MARKAL part |Shift from the first year of the model to the
PRI_DISC |e [open]; default = | of calculating the cost |year relative to which all discounted costs
M] 2.5. coefficients for the  |are to be calculated.

objective function.

e A period runs from Jan 1 to Dec 31 over
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Input Parameter |Alias/Internal |Related Units/ Instance™ Description™
(Indexes*’) Name™' Parameters® |Range & (Required/Omit/Speci
[Purpose]* Defaults al Conditions)
some number of years. Thus a 5-year
period is represented by the middle of the
middle year, 2.5 years from the beginning
or June 30™ of the second year. As
discounting begins from the first day of
the first period, to move to the mid-point
the discounting calculation needs to be
shifted accordingly.
TE(ENT) T TE BAL TSEP |e Fraction. e Usually a non-unity [The overall efficiency of the infrastructure
(ent,t) T_TEENC ANC ZSTK |e [0,1]; default=1.| value is only provided |associated with each energy carrier/material.
TE(MAT) TE _CON BAL ACT for electricity and The purpose of the commodity based
(mat,t) BAL _CAP low-temperature heat |efficiency factor is to reflect losses
BAL TCZY transmission systems |encountered due to transmission or other
[O] BAL_TEZY (from central station |movement of a commodity. When less than
BAL THZ plants). the default of 1, the effect being to increase
BALE CAP the amount of the commodity that may be
BALE SEP produced.
BALE CZY e The transmission efficiency appears in
BALE EZY almost every equation tracking
BAS CAP energy/material (MR_BAL, MR BALDH,
BAS SEP MR _BALE, MR_EPK, MR_HPK,
BAS TCZY MR _BAS), where it is applied to the
BAS TEZY technology and resource activity variables
EPK CAP (all with p, and R_TSEP respectively).
EPK_SEP
EPK TEZY
TRD _BNDjg; o  Units of the e Provided if a bound |Limit on the import or export of a globally
(elv) commodity. is to be applied. traded commodity into/from a region.

[T]

e No default.

e Applied to the global trade (R_GTRD)

variable for the region, period and
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Input Parameter |Alias/Internal |Related Units/ Instance™ Description™
(Indexes*’) Name™' Parameters® |Range & (Required/Omit/Speci
[Purpose]* Defaults al Conditions)
import/export operation.
TRD _COST)ss,2s5.2 e Base year e Providedifa Additional (transaction) cost associated with
51 monetary units transaction cost is to |global trade in a commodity.
(e/v) (e.g., 2000 M$). be added to the cost |e  Applied to the import/export (R_TSEP)
e [open]; default = | of bi-lateral trade for | and global (R_GTRD) trade variables in
[T/C] 1. a globally traded the objective function (EQ PRICE if
commodity. single region, and MR _OBJ if multi-
region).
TRD_FROM:p e Year. e Provided if trade in |Year from which global trade in a
(e/v) e [open]; default = | a global commodity is|commodity may commence.
first period. not to start in the first |®  The global trade constraint
[T] period. (MR_GTRD) is only generated beginning
from the TRD_FROM period.
e Entries for the global trade variable
(R_GTRD) are only made in the
associated balance (MR_BAL _G/E) and
emissions (MR _TENYV) equations
beginning from the TRD FROM period.
TRNEFF(Z)(Y) T CPDEFF BALH CZY |e Decimal fraction.[® Provided if default |Transmission efficiency of low-temperature
(cpd,w.,t) HPKW_CPD [0,1]; default = 1.| of 1 is not desired, the [heat from coupled heat and power plants
time-slices have (cpd) according to season and time-of-day.
[O] different efficiencies, [ Affects the low-temperature heat

or only some time-
slices are available.

e Note that this
efficiency is used in
place of the
commodity-based
transmission
efficiency (TE(ENT))

balance (MR _BALDH) and peaking
(MR _HPK) constraints by adjusting the
amount of heat delivered (R TCZYH,
R_TEZY) to reflect the loss.

168




Input Parameter |Alias/Internal |Related Units/ Instance™ Description™
(Indexes*’) Name™' Parameters® |Range & (Required/Omit/Speci
[Purpose]* Defaults al Conditions)

for coupled heat and
power plants.

TSUB BND(BD)
(txs,b,t)

[C]

e Monetary units.
e No default.

Bound applied to a tax/subsidy as the total
tax/subsidy permitted in a period.

TSUB_COST>sp2813

e Monetary units.

e Provided if a tax

Cost of a tax/subsidy applied to selected

2D No default. (+) or subsidy (-) is to [energy carriers and the technologies
(txs,t) be associated with a  [producing and/or consuming it.
commodity e The cost is applied to the accumulated
[C] /technology. total in the objective function (EQ PRICE
if single region, and MR _OBJ if multi-
region).
TSUB_ENT e Indicator. e Provided forthe |[Commodity to which a tax/subsidy applies.
(txs,e,t) e (0,1), no default. | commodity into/from |e  All commodities listed for a particular
TSUB_MAT the technology to tax/subsidy constraint are accumulated in
(tx,mat,t) which the tax (+) or each tax/subsidy equation (MR _TXSUB)
subsidy (-) is to be based upon the amount flowing in/out of
[€C] associated. the identified resources and technologies.
TSUB_SEP;j;s e Indicator. e Provided forthe  |Contribution of a resource activity to a
(txs,p,t) e (0,1), no default. | technology to which |tax/subsidy, where the value is applied to
the tax (+) or subsidy |the amount of the associated commodity
[C] (-) is to be associated. [produced/consumed.

e All resources listed for a particular
tax/subsidy constraint are accumulated in
each tax/subsidy equation (MR _TXSUB).

TSUB _TECH 355,/

O/P/Q/R
(txs,p,t)

e Indicator.
e (0,1), no default.

e Provided for the
technology to which
the tax (+) or subsidy
(-) is to be associated.

Contribution of a technology to a
tax/subsidy, where the value is applied to
the amount of the associated commodity
produced/consumed.
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Input Parameter |Alias/Internal |Related Units/ Instance™ Description™
(Indexes*’) Name™' Parameters® |Range & (Required/Omit/Speci
[Purpose]™ Defaults al Conditions)

[C] e All technologies listed for a particular
tax/subsidy constraint are accumulated in
each tax/subsidy equation (MR _TXSUB).

UNIFDIST DM_UDIS BALE CAP |e Indicator. e Results in the An indicator that the electric and heat load

(d) BALH CAP |e [0,1]; default=1,| demand fractions shapes are a unified distribution matching

DM _FR if no demand (FR(Z)(Y)) being set [that of the standard time-slices
[D] EPK CAP fraction (FR(Z)(Y))| = QHR(Z)(Y). (QHR(Z)(Y)). When non-standard the
HPKW_CAP | is provided. demand shape is specified by time-slice by
means of the demand fractions (FR(Z)(Y)).
e FR(Z)(Y) controls the fraction of the
annual service demand met by
electricity/heat that occurs in each time-
slice. As such it controls the amount
required for the balance (MR _BALE,
MR _BALDH) and peaking (MR _EPK,
MR HPKW) constraints.
VAROM TCH_VAROM | ANC _ACT |e Base year e Provided if there  |The variable operating and maintenance
(p,t) ANC _CAP monetary units per | are variable costs costs associated with the activity of a
ANC _TCZY | unit of activity associated with the  |technology.
[C] ANC_TEZY | (e.g.,2000 M$/PJ). | operation of a e The cost to be applied to the activity
ANC THZ |e [open]; no technology. variable (R_ACT (for prc), R_CAP (for

default.

dmd), R TCZYH (pass-out cpd),
R_TEZY (ela), R_ THZ (hpl)) to charge
the variable costs to the objective function
(EQ_PRICE if single region, or MR_OBJ
if multi-region).

e For externally load managed (xlm, xpr)
and demand (dmd) technologies, the cost
is applied to the capacity variable

(R CAP) according to the operation of the
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Input Parameter |Alias/Internal |Related Units/ Instance™ Description™
(Indexes*’) Name™' Parameters® |Range & (Required/Omit/Speci
[Purpose]* Defaults al Conditions)
technology.
XRATRHS XARATRTY e Numeric value [¢ MR XARAT XRATRHS has three purposes. It is a
(a,b,t) e [open]; no cross-region user designator as to the sense (‘LO’, ‘FX’, ‘UP’,
default. constraints are only  |'NON’, corresponding to
[U] generated when the |MR_XARAT1,2,3,4 respectively) of a user-

user explicitly
provides a value
(including 0) for the
RHS in a period.

defined, cross-region ad hoc constraints,

indicates in which periods the constraint

applies (whenever a value is explicitly
provided for period), and the value of the

RHS.

e A user-defined constraint
(MR_XARATI1-4, according to the sense
of the equation) generated by applying the
associated multipliers (the RAT *
parameters above) directly to the
appropriate associated variables.
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2.3.2 Matrix Coefficients and Internal Model Parameters

The parameters described in this section relate to the coefficients and internal parameters used in the MARKAL GAMS code to
control the translation of the model equations and data input to a matrix ready for solution. They constitute those parameters actually
referenced in the equations themselves, and the key internal parameters used in the MARKAL GAMS code when building the matrix
coefficient parameters. As such they constitute the interim and final LP matrix coefficients calculated as part of the model generation
process.

Section 2.3.2.1 first lists and describes all of the sets and parameters appearing in the MARKAL matrix. This includes input data
parameters that appear directly in the equation generation code as well. In Section 2.3.2.2 the internal parameters that are crucial to
building the matrix coefficients (e.g., the capital recovery factor (CRF) for annualizing the investment costs) are described.

2.3.2.1 Matrix Control Sets and Parameters

There are quite a few input parameters and attributes associated with technologies that affect which variables and matrix intersections
are populated in the matrix. Under normal circumstances both activity and capacity variables are generated, annually or at the time-
slice level according to the nature of the technology. Some of the key aspects controlling how a technology is modeled are presented
in Table 2-7 below.

Table 2-7. Matrix Component Control

Input Type™’ Implications

BAS S Conversion technologies characterized as base load are modeled using only daytime production vectors

(R_TCZYH, R_TEZY). The level of these vectors reflects both the day and night-time production, that by
definition are equal.
CPD S Coupled heat and power technologies are characterized as either back-pressure (REH) or pass-out (ELM,
CEH(Z)(Y)). In the case of the former, the heat output is directly derived from the electric production (R_TEZY),
in the case of the latter the heat output is modeled (R TCZYH) and the electricity then derived. These variables are
modeled at the time-slice level, and the associated parameters must take into consideration both the type of the
plant as well as for which time-slices the technology is available.

37 P = parameter describing the technical nature of a technology, S = set characterizing the nature of a technology.
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Input Type™’ Implications

DMD S Demand devices are modeled by means of a capacity variable (R_CAP) only, with the activity derived by applying
the appropriate capacity factors (CF) and unit conversion (CAPUNIT), unless the demand device is “vintaged,” in
which case the activity is derived from the investment variable (R_INV) and a separate variable is used to represent
the (fixed) residual capacity (R RESIDV).

ELE S Electric generating plants are modeled at the time-slice level, and the associated parameters must take into
consideration the type of the plant (e.g., conventional, externally load managed, base load, storage, coupled heat
and power) as well as for which time-slices the technology is available.

HPL S Heat generating plants are modeled at the seasonal level, and the associated parameters must take into consideration
the type of the plant (e.g., conventional, externally load managed) as well as for which seasons the technology is
available.

NST S Night storage technologies are special processes (prc) and demand devices (dmd) that consume off-peak electricity
at night and provide commodities or demand services during the day.

PEAK TID( P Peaking only technologies have their activity controlled to ensure they operate at peak times only (e.g., daytime).

CON)

START P The period from which a technology or resource option is first available is used to inhibit generation of all related
equations and variables before that time.

XPR/XLM S Externally load managed process and conversion plants are forced to operate according to the explicit capacity

factors (CF/CF(Z)(Y)) provided by the user. As such no activity variable is generated, but rather the activity level is
determined from the installed capacity (R_CAP).

To manage this complexity a series of internal parameters are built by the preprocessor of the matrix generator to ensure that each
technology is properly modeled. These parameters indicate which technologies belong in the various constraints and under what
circumstances, thus enabling them to control the permitted intersections in the matrix and make the equation code rather

straightforward.

To the extent possible parameter prefixes “match” the root of the equation to which the coefficient applies. These are summarized in
Table 2-8 below.
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Table 2-8. Description of matrix parameters prefixes’®

Parameter Description
Prefix

ANC Annualized costs appearing in the regional objective function (MR OB]J).

BAL Contribution (+ for production, - for consumption) to the energy and material balance constraints (MR _BAL).

BALE Contribution (+ for production, - for consumption) to the electricity balance constraints (MR _BALE), including an indication
of in which time slices.

BALH Contribution (+ for production, - for consumption) to the low temperature heat balance constraints (MR _BALDH), including
an indication of in which season.

BAS Contribution (+ for base load, zero for non base load) to the electricity base load constraint (MR _BAYS).

BND Annual bound to be applied to time sliced variables (R TCZYH, R TEZY, R THZ) by means of associated constraints
(MR_BNDCON).

CPT Capacity transfer constraint (MR _CPT).

DM Demand for energy services (MR _DEM).

ENV Total emission over the entire modeling horizon (MR _ENV).

EPK Electricity peaking constraint (MR EPK).

HPKW Heat peaking constraint (MR HPK).

PRC Limit processes (MR _LIM, MR PBL).

PRI Discounted costs (MR PRICE).

RAT User-defined constraints (MR ADRAT).

REG Multi region linkage (MR _OBJ).

SEP Limits applied to resources (MR CUM and R TSEP annual bound).

TCH Technology characterization, thus applying to various constraints.

TENV Annual emission constraint (MR TENV).

TEZY Electricity plant utilization (MR TEZY).

THZ Heating plant utilization (MR _THZ).

TRD _ Bi-lateral trade (MR BITRD, MR BITRDE).

UPRC Process utilization constraint (MR UTLPRC).

3% Only those prefixes that apply to more that 1 parameter are listed here.
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Similarly, the suffix on many of the parameter names also follows a convention. Whenever possible it reflects the variables to which
the parameter is applied, as noted in Table 2-9 below.

Table 2-9. Description of matrix parameters suffixes

Parameter Description & Variables
Suffix

ACT Related to the annual activity of a technology. Most often relates to the annual activity of a process (R_ACT). But also an
annual value to be used in all time-slices for conversion technologies (R TCZYH, R TEZY, R _THZ), or the activity rather that
the capacity of demand devices (R_CAP).

CAP Related to the total installed capacity of a technology (R _CAP).

INV Related to the newly installed capacity of a technology (R_INV).

TCZY Related to the production of heat (and electricity) from coupled heat and power pass-out turbines in each time-slice
(R_TCZYH).

TEZY Related to the production of electricity from power plants in each time-slice (R TEZY).

THZ Related to the production of low-temperature heat from heating plants in a season (R THZ).

TSEP Related to the annual production of a resource supply option (R TSEP).

ZTSK Related to the final release of a stockpiled commodity (R ZSTK).

Table 2-10 below describes each of the parameters and sets involved in the matrix. A heavy emphasis is put on identifying the key
input parameters from which these important control parameters are derived. The matrix intersections to which the parameter applies
are referenced as the row and column intersection in the MARKAL matrix, and can be often be derived from the prefix/suffix
comprising many of the internal parameter names. The input parameters are themselves defined in Table 2-6.
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Table 2-10. Definition of matrix coefficient parameters and controls”

Matrix Controls & Type®' Description & Calculations
Coefficients (indexes)
ANC ACTg I [Annualized cost of operating a process (R _ACT) comprising the variable operating costs (VAROM),
(t,pre) and any delivery costs (DELIV) according to how much of the commodity is consumed in the current

period (taking into consideration both the input amount (INP(ent/mat)p) and any lead or pre-capacity
based commodity requirements (LED(enc/mat)). Note that for technologies where MARKAL does not
construct an activity variable, the capacity variable is used instead; sece ANC CAP.

ANC CAP;r I [Annualized cost associated with the total capacity in place (R_CAP) of a technology. Note that in the
ANC CAPR case of technologies for which MARKAL does not build an activity variable, that is for demand
ANC VDI devices (dmd) and externally load managed processes or conversion plants (xpr, xIm), the coefficient
(t,p) associated with the activity of the technology must be associated with the capacity variable (instead of
with the activity variable as would normally be the case).
(t,con) For a conversion plant (con), the annual fixed operation and maintenance cost (FIXOM) as input by the

modeler. For externally load managed plants (xIm), any associated variable operating (VAROM) and
delivery (DELIV) costs are also accounted for. For the latter pair taking into consideration
consumption/performance (INP(ENT/MAT)c) and capacity-to-activity and unit conversion factors
(CAPUNIT, CF/CF(Z)(Y)). Note that for electricity and district heat, the transmission (ETRANOM,
DTRANOM) and distribution (EDISTOM, only when electricity) costs are also accounted for.
Furthermore, note that the season/day night nature of the operation of these plants is also taken into
consideration (via CF(Z)(Y) and QHR(Z)(Y)).

% Those parameters and mathematics related to special MARKAL instances such as MARKAL-MACRO, endogenous technology learning (ETL), environmental
damage (EV_Damage), etc, are not included here as they do not explicitly appear in the actual matrix of the model passed to the solver(s).

% For certain parameters there may be substantively different conditions/code to warrant splitting out the details of an internal parameter according to the main
user sets. The documentation index letters are used here, except when a parameter only applies to a subset of the master index sets.

® Type indicates the nature of the parameter/control as follows:

e A — Alias of a user input parameter;
o I — Internal parameters, most often derived from a combination of user input parameters
and other conditions;
S — Set (either internal or by user), and
e U — User input parameter.
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Matrix Controls &
Coefficients (indexes)

TypeGI

Description & Calculations

(t,dmd)

For a demand device (dmd), the annual fixed operation and maintenance cost (FIXOM) plus any
associated variable operating (VAROM) and delivery (DELIV) costs, taking into consideration the
appropriate consumption/performance (MA(ENT/MAT), EFF) information and capacity-to-activity
and unit conversion factors (CAPUNIT, CF). The ANC_CAPR and ANC_VDI instances apply only to
demand devices (dmd) that are vintaged, where the cost is applied to the residual capacity
(R_RESIDV) and vintaged investment (R_INV) using the associated efficiency (EFF R, EFF I).

(t.prc)

For a process (prc), the annual fixed operation and maintenance cost (FIXOM) as input by the modeler.
For externally load managed processes (xpr), and those processes with no investment cost (INVCOST)
and life (LIFE) specified, any associated variable operating (VAROM) and delivery (DELIV) costs are
also accounted for. For the latter pair taking into consideration consumption/performance
(INP(ENT/MAT)p/LED(ENT/MAT)) and capacity-to-activity and unit conversion factors (CAPUNIT,
CF).

ANC_TCZY,,
(t.cpd)

For a coupled heat and power plant that is a pass-out turbine (ELM, CEH(Z)(Y)) according to the
amount of heat produced (R TCYZH), the annual variable operating (VAROM) and delivery (DELIV)
costs are accounted for, taking into consideration consumption/performance (INP(ENT/MAT)c, ELM,
CEH(Z)(Y)) and transmission (ETRANOM, DTRANOM for centralized plants (cen)) and distribution
(EDISTOM, only when electricity) costs. The code must then perform some exception handling for
base load (bas) technologies (these are modeled using only a ‘D’ay variable).

ANC _TEZY;¢
(t,ela)

For a standard electric power plant (ela), according to the amount of electricity produced (R_TEZY),
the annual fixed operation and maintenance cost (FIXOM) along with any associated variable
operating (VAROM) and delivery (DELIV) costs are also accounted for. For the latter pair taking into
consideration consumption/performance (INP(ENT/MAT)c) and capacity-to-activity and for electricity
and district heat the transmission (ETRANOM, DTRANOM for centralized plants (cen)) and
distribution (EDISTOM) costs. The code must then perform some exception handling for peaking-by-
activity (PEAK_TID) (with variables only for peaking times) and base load (bas) and storage (STG)
technologies (these are modeled using only a ‘D’ay variable).

ANC THZ
(t,hpl)

For a standard heating plant (hpl) according to the amount of heat produced (R_THZ), the annual
variable operating (VAROM) and delivery (DELIV) costs are accounted for, taking into consideration
consumption/performance (INP(ENT/MAT)c) and transmission (DTRANOM for centralized plants
(cen)) costs. The code must then perform some exception handling for base load (bas) technologies
(these are modeled using only a ‘D’ay variable).
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Matrix Controls &
Coefficients (indexes)

TypeGI

Description & Calculations

ANC TSEP;;
(t,e.c)

The cost (COST) of obtaining a resource according to its activity (R_TSEP). This includes the
operation and maintenance cost of power lines (ETRANOM, EDISTOM) if importing electricity.
Assumes a negative value for exports. If there are delivery costs (DELIV) associated with the
consumption of auxiliary commodities (INP(ENT)r) they are reflected as well.

ANC ZSTK;y
(t,enc,c)

Value of stockpiled material at the end of the modeling horizon (R_ZSTK) according to the unit cost
(COST _TID).

BAL ACTog ;3
(t,t,prc,enc)

The amount of each commodity (other than electricity and heat) consumed (INP(ENT/MAT)p) or
produced (OUT(ENT/MAT)p) in a time period by processes as a function of the overall activity
(R_ACT) of the process. Any transmission losses (TE(ENT/MAT)) are taken into consideration. The
parameter must take into consideration any pre/post commodity flows (LED/LAG), as well as flows
related to investments (INP(ENC/MAT) TID), thus double period indexes are needed.

BAL CAPor 357
BAL VDI
(t,t,p,enc)

The amount of each commodity (other than electricity and heat) consumed (MA(ENT/MAT),
INP(ENT/MAT)p) or auxiliary commodity produced (MO(ENT/MAT), OUT(ENT/MAT)p) in a time
period by demand devices (dmd) or externally load managed technologies (xIm, xpr) based upon total
installed capacity (R_CAP). The capacity factor (CF/CF(Z)(Y)) and capacity-to-activity factor
(CAPUNIT), along with efficiency (EFF) for demand devices is applied as well. Any transmission
losses (TE(ENT/MAT)) are taken into consideration. The parameter must take into consideration any
pre/post commodity flows (LED/LAG), as well as flows related to investments
(INP(ENC/MAT)_TID), thus double period indexes are needed. The BAL VDI instances apply only to
demand devices (dmd) that are vintaged, where the balance coefficient is applied to the vintaged
investment (R_INV) using the associated efficiency (EFF_I). The BAL CAP is similarly applied to the
residual capacity variable (R RESIDV) using EFF R.

(tt,p,e)

The amount of each commodity (other than electricity and heat) required (MA(ENT/MAT)_TID,
INP(ENT/MAT)_TID) at the time an investment is made in new capacity (R_INV). Any transmission
losses (TE(ENT/MAT)) are taken into consideration. For nuclear fuel (enu) the commodity flow occurs
in the previous time period (INP(ENC) TID), for all others in the period the investment takes place.
Thus double period indexes are needed.

BAL_SENTor 11,221
(ts.e)

The amount of an auxiliary commodity (other than electricity and heat) consumed (INP(ENT/MAT)r)
in a time period by a resource supply activity (R_TSEP). Any transmission losses (TE(ENT/MAT)) are
taken into consideration.
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Matrix Controls &
Coefficients (indexes)

TypeGI

Description & Calculations

BAL TCZYop3sp I |The amount of each commodity (other than electricity and heat) consumed (INP(ENT/MAT)c) or

(t,cpd,enc,w) auxiliary commodity produced (OUT(ENT/MAT)c) in a time period by a coupled production pass-out
turbine according to the heat generation in each time-slice (R TCZYH). Any transmission losses
(TE(ENT/MAT)) are taken into consideration.

BAL TEZY 0 330 I |The amount of each commodity (other than electricity and heat) consumed (INP(ENT/MAT)c) or

(t,p,enc,w) auxiliary commodity produced (OUT(ENT/MAT)c) in a time period by an electric generation plant
according to the level of activity in each time-slice (R TEZY). Any transmission losses
(TE(ENT/MAT)) are taken into consideration.

BAL THZog 331 I The amount of each commodity (other than electricity and heat) consumed (INP(ENT/MAT)c) or

(t,hpl,enc,z) auxiliary commodity produced (OUT(ENT/MAT)c) in a time period by a heating plant according to
the heat generated in a season (R_THZ). Any transmission losses (TE(ENT/MAT)) are taken into
consideration.

BAL TSEPyy 3sr I |The amount of a commodity (other than electricity and heat) delivered as part of a resource activity

(t,t,9) (OUT(ENT/MAT)r) in a time period by a resource supply activity (R_TSEP). For stockpiled resources
(‘STK”) there is a carry-over of the current amount to the next period, thus double period indexes are
needed. Any transmission losses (TE(ENT/MAT)) are taken into consideration.

BAL ZSTK,, I |The amount of a commodity (other than electricity and heat) salvaged from a stockpile (R_ZSTK) in

(t,enc,c) the final period, taking into consideration any transmission losses (TE(ENT/MAT)).

BALE ACT g 386 I [The amount of electricity consumed (INP(ENT)p) in a time period by processes as a function of the

(t,t,pre,elc,w)

overall activity (R_ACT) of the process. The parameter must take into consideration any pre/post
commodity flows (LED/LAG), as well as flows related to investments (INP(ENC/MAT) TID), thus
double period indexes are needed.
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Matrix Controls &
Coefficients (indexes)

TypeGI

Description & Calculations

BALE CAP;;r 387 I |The amount of electricity consumed (MA(ENT), INP(ENT)p) in a time period by a demand device

BALE VDI (dmd) or externally load managed process (xIm) based upon total installed capacity (R_CAP). The

(t,t,p,elc,w) capacity factor (CF) and capacity-to-activity factor (CAPUNIT), along with efficiency (EFF) for
demand devices is applied as well. In addition, generation of electricity (OUT(ELC) TID) from
externally load managed power plants (xIm) is accounted for according to the appropriate capacity
factor (CF(Z)(Y)) and capacity-to-activity factor (CAPUNIT), and time-slice duration (QHR(Z)(Y)).
The parameter must take into consideration any pre/post commodity flows (LED/LAG), as well as
flows related to investments (INP(ENC/MAT) TID), thus double period indexes are needed. The
BALE VDI instances apply only to demand devices (dmd) that are vintaged, where the balance
coefficient is applied to the vintaged investment (R_INV) using the associated efficiency (EFF _I). The
BALE CAP is similarly applied to the residual capacity variable (R_RESIDV) using EFF R.

BALE CZY;p I |The amount of electricity (OUT(ELC)_ TID) produced (R_TCZYH) in a time period by a coupled

(t,cpd,elc,w) production pass-out turbine according to the heat generation in each time-slice (adjusted for base load
(bas) plants appropriately) by applying the electricity/heat relationship parameters (ELM, CEH(Z)(Y)).
Any transmission losses (TE(ENT)) are taken into consideration.

BALE EZY 10350 I |The amount of electricity (OUT(ELC)_TID) produced (R_TEZY) in a time period by an electric plant

(t,ela,elc,w) in each time-slice (QHR(Z)(Y), adjusted for base load (bas) and peaking (PEAK(CON)_TID) plants
appropriately). Any transmission losses (TE(ENT)) are taken into consideration for centralized (cen)
plants. The parameter also takes account of consumption of electricity (INP(ENT)c) by storage (stg)
and grid link (Ink) technologies.

BALE HPL g ssr I The amount of electricity consumed (INP(ENT)p) in a time period and season (QHR(Z)) by heating

(t,hpl,elc,w) plants as a function of the heat produced (R HPL).

BALE SEP73s7 I |The import/export of electricity, taking into consideration the time-slice fractions (FR(Z)(Y)(ELC)), as

(t,5,w) well as losses (TE(ENT)) during importing.
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Matrix Controls &
Coefficients (indexes)

TypeGI

Description & Calculations

BALH_CAP oF 35 35p
BALH VDI
(t,t,p,lth,w)

The amount of low-temperature heat consumed (MA(ENT)) in a time period by a demand device
(dmd) based upon the activity from total installed capacity (R_CAP). The capacity factor (CF),
efficiency (EFF) and capacity-to-activity factor (CAPUNIT), as well as the split to the demand
(OUT(DM)) and associated season load shape (FR(Z)(Y)), are applied. In addition, the seasonal
distribution efficiency (DHDE(Z)) is applied. Generation of heat (OUT(LTH) TID) from externally
load managed power plants (xIm) is accounted for according to the appropriate capacity factor
(CF(Z)(Y)) and capacity-to-activity factor (CAPUNIT) and time-slice duration (QHR(Z)(Y)). The
BALH_VDI instances apply only to demand devices (dmd) that are vintaged, where the balance
coefficient is applied to the vintaged investment (R_INV) using the associated efficiency (EFF I). The
BALH CAP is similarly applied to the residual capacity variable (R RESIDV) using EFF R.

BALH TCZY 9p3sp
(t,cpd,lth,w)

The amount of heat (OUT(ELC)_TID) produced (R_TCZYH for pass-out turbine, R_ TEZY for back-
pressure turbines) in a time period by a coupled production plant in each time-slice (adjusted for base
load (bas) appropriately) by applying the electricity/heat relationship parameters (ELM, CEH(Z)(Y).
Any seasonal transmission losses (TRNEFF(Z)(Y)) are taken into consideration for the centralized
(cen) plants.

BALH THZx 5sr
(thpl,lth,z)

The amount of heat (OUT(LTH)_ TID) produced (R_THZ) in a time period by a heating plant in a
season (QHR(Z), adjusted for base load (bas) and peaking (PEAK(CON) TID) plants appropriately).
Any transmission losses (TE(ENT)) are taken into consideration for centralized (cen) plants.

BAS CAP
(t,tch,ele,w)

Reflects the base load (bas) and non-base load power plant contribution (BASELOAD) to the base load
constraint (MR _BAS) for externally load managed (xIlm) plants based upon the total installed capacity
(R_CAP), the capacity factor (CF(Z)(Y)) and capacity-to-activity factor (CAPUNIT), as well as the
time-slice duration (QHR(Z)(Y)) and any transmission losses (TE(ENT)).

BAS TCZY,,p
(t,cpd,elc,w)

Reflects the base load (bas) and non-base load contribution (BASELOAD) to the base load constraint
(MR _BAS) from coupled heat and power (cpd) plants based upon the generation (R_TEZY for back-
pressure and R TCYZH for pass-out), as well as the time-slice duration (QHR(Z)(Y)) and any
transmission losses (TE(ENT)).

BAS TEZY o
(t,ela,elc,w)

Reflects the base load (bas) and non-base load contribution (BASELOAD) to the base load constraint
(MR _BAS) from electricity (ela) plants based upon the generation (R_TEZY), as well as the time-slice
duration (QHR(Z)(Y)) and any transmission losses (TE(ENT)).
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Coefficients (indexes)

TypeGI

Description & Calculations

BAS SEP,;r I |Reflects the base load (‘IMP’) and non-base load (‘EXP’) contribution (BASELOAD) to the base load

(t,8,2) constraint (MR _BAS) from electricity exchanges based upon the level of resource activity (R_TSEP),
as well as the time-slice duration (FR(Z)(Y)(ELC)) and any transmission losses (TE(ENT)).

BI TRDCST7r 321 U  [The addition cost, or transaction cost, to be applied to bi-laterally traded commodities (Bl TRDENT)

(1,8) according to the level of resource activity (R_TSEP).

BI TRDCSTEy 320 A |The addition cost, or transaction cost, to be applied to bi-laterally traded electricity (Bl TRDELC)

(r,8,W) according to the level of exchange in a time-slice (R_TSEPE).

BND TCZY,sp I [The electric portion of the annual bound (BOUND(BD)O) to be applied to the output from a coupled

(cpd,w) heat and power pass-out turbine (R_TCZYH), taking into consideration ELM, CEH(Z)(Y) and base
load (bas) characteristics if appropriate. Both it and the heat portion are subject to the total annual
production bound (MR BNDCON).

BND _TEZY 5o I |An indicator of when a time-slice electricity production variable (R_TEZY) is to be generated taking

(ela,w) into consideration base load (bas), peaking (PEAK(CON) TID), storage (stg), and externally load
managed (xlm) characteristics of a conversion technology. It thereby controls the actual time-sliced
variables summed in the annual production constraint (MR_BNDCON) according to the limit
(BOUND(BD)O).

BND THZsg I |An indicator of when a seasonal heat production variable (R_THZ) is to be generated taking into

(hpl,2) consideration peaking (PEAK(CON) TID), and externally load managed (xlm) characteristics of a
heating plant. It thereby controls the actual seasonal variables summed in the annual production
constraint (MR BNDCON) according to the limit (BOUND(BD)O).

COST INV ;75 I |Technology annualized investment costs, where all the conditions associated with calculating the full

(t,t,p) lump-sum investment costs have already been taken into consideration. Thus COST INV distributes
these costs annually according to the capital recovery factor (CRF) and the lifetime (LIFE) of the
technology, including any fraction of a period (FRLIFE). Note that COST _INV has dual period
indexes where the first represents the initial period in which the investment took place, and the second
is the current period for which the payment is being calculated.

CPT CAP s I [An indicator of from when a technology is available (START) and a capacity transfer constraint

(t,p) (MR_CPT) is needed to accumulate the total installed capacity (R_CAP). The latter is the case

whenever a lifetime (LIFE) is provided.
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CPT INV s I |An indicator of from when a technology is available (START) for new investment and a capacity

(tt,p) transfer constraint (MR _CPT) is needed (LIFE provided), as well as the amount of the investment
(R_INV) available in the period. The latter is 1 in all periods from the installation period until the last
period, where it may reflect that only a fraction (FRLIFE) is available owing to the lifetime not being
a multiple of the period length (NYRSPER).

CUM TSEP;;r I |Indicator that a resource option is subject to a cumulative resource limit (CUM). Set to the number of

(t,8) years per period (NYRSPER), except stockpiles (‘STK”), to drive the cumulative resource constraint
(MR_CUM).

DD MA;sp S |A mapping set that indicates which commodities are consumed (MA(ENT/MAT),

(dmd,e) MA(ENT/MAT) TID) by a demand device.

DEM_CAPsr I The amount of useful energy demand services (dm) delivered from a demand device, taking into

(t,dmd,d) consideration the capacity factor (CF) and capacity-to-activity factor (CAPUNIT), as well as the split
for devices serving more than one demand sector (OUT(DM)).

DM DEMp 206,426 A |The projected demand for useful energy services that must be met (MR _DEM right-hand-side) in the

(d,t) reference run, and from which the elastic demands (R ELAST) move in response to price.

DM ELAST;¢ A |The elasticity (MED-ELAST) associated with a flexible demand (R_ELAST) in the demand constraint

(d,b,t) (MR_DEM) and objective function (EQ PRICE if single region, and MR _OBJ if multi-region).

DM STEP:6 426 A |The number of divisions of the demand curve (MED-STEP) to be used for a flexible demand

(d,b) (R_ELAST) in the demand constraint (MR _DEM) and objective function (EQ PRICE if single region,
and MR OBJ if multi-region).

DM VARG 426 A |The variation (MED-VAR) associated with a flexible demand (R_ELAST) in the demand constraint

(d,b,t) (MR DEM) and objective function (EQ PRICE if single region, MR OBJ if multi-region).

DMBPRICE ;¢ A |The marginal price of meeting the demand in the reference run. Used for determining the change in

(d,t) cost (DM_ELAST,DM_STEP,DM_VAR) associated with moving along the demand curve
(R_ELAST) in the objective function (EQ PRICE if single region, MR OBJ if multi-region).

EM BOUND 5 U  |The bound on annual emissions (R_EM).

(v.t)

ENV_COST7p 320 U  |The tax/subsidy to be applied to an emission (R_EM) in the regional objective function (EQ PRICE if

(v,t) single region, MR _OBJ if multi-region).

ENV CUM;;z A |The cumulative limit (ENV_CUMMAX) on the production of an emission indicator over the entire

(V) modeling horizon (MR _CUM).
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ENV_GWP;ssy U  [The coefficient that is used to convert one emission variable (R_EM) into another one. An example is

(v,v,t) the global warming potential of say methane emissions, which converts one unit of methane into one
unit of CO2 equivalent.emission.

ENV SCALjj1 217238 245 355 U  |A multiplier that is applied to scale all emissions variables (R_EM), turned to if the marginals are only

(v) being reported as ‘EPS’.

EPK ACT>g I |The amount of electricity required (INP(ENT)p) by a process (prc) activity (R_ACT) that occurs

(t,t,prc,elc,z) during the peak time (PEAKDA(PRC)), taking into consideration any lead requirements (LED) and
night storage (nst) operation in the peaking constraint (MR_EPK).

EPK CAP;r I [The amount of electricity (MA(ENT)) required (CF, EFF, CAPUNIT) by a demand device (dmd)

EPK VDI activity (R_CAP) taking into consideration the shape of the load being served (FR(Z)(Y), OUT(DM)),

(t,t,p,elc,z) as well as the peaking coincidence of the demand (ELF) and the length of the season (QHRZ), ignoring
night storage (nst) devices. The electricity consumed by processes (INP(ENT)p) that are externally
load managed (xpr) taking into consideration the capacity factor (CF) and capacity-to-activity factor
(CAPUNIT), as well as LED requirements and peak coincidence (PEAKDA(PRC)). In addition, the
parameter handles the contribution (OUT(ELC) TID) to the peaking requirement (ERESERV) made
by the individual power plant’s capacity (R_CAP) taking into consideration the peak contribution
(PEAK(CON)) capacity-to-activity factor (CAPUNIT), and transmission losses (TE(ENT)), as well as
inhibiting for peaking only plants (PEAK(CON)_TID, forcing activity) in the peaking constraint
(MR_EPK). The EPK_VDI instance applies only to demand devices (dmd) that are vintaged, where the
peak coefficient is applied to the vintaged investment (R_INV) using the associated efficiency (EFF _I).
The EPK CAP is similarly applied to the residual capacity variable (R RESIDV) using EFF R.

EPK HPL;; I [The amount of electricity required (INP(ENT)c) by a heating plant (hpl) activity (R_THZ) that occurs

(t,hpl,ele,z) during the peak time (PEAKDA(PRC)), taking into consideration the length of the season (QHRZ) in
the peaking constraint (MR EPK).

EPK SEP;r I The amount of electricity (INP(ENT)x) exported (R_TSEP) by a resource option (srcencp) that occurs

(t,s,elc,z) during the peak time (PEAKDA(SEP)), taking into consideration any restrictions on the amount of the

annual total available in a season (FR(Z)(Y)(ELC)). The parameter also covers the amount of
electricity imported (OUT(ENT)r) by a resource option (srcencp) that occurs during the peak time
(PEAKDA(SEP)), taking into consideration any restrictions on the amount of the annual total available
in a season (FR(Z)(Y)(ELC)) in the peaking constraint (MR _EPK).
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EPK _TEZY>o
(t,t,ela,elc,w)

The contribution (OUT(ELC)_TID) to the peaking requirement (ERESERV) from peaking only plants
(PEAK(CON) TID) according to activity (R_TEZY) that occurs at peaking time (PD(Z)D) and the
amount of the output to credit (PEAK(CON)), taking into consideration any efficiency loss (TE(ENT))
in the peaking constraint (MR _EPK).

GobjZscalszy,

A scalar applied to the regional total system cost to scale the entire model for the regional objective
function (EQ PRICE if single region, MR OBJ if multi-region).

HPKW ACTsr
(t,con,lth)

The contribution (OUT(LTH) TID) to the peaking requirement (HRESERYV) from peaking only plants
(PEAK(CON)_TID) according to activity (R_THZ) that occurs at peaking time (PD(Z)D) and the
amount of the output to credit (PEAK(CON)) according to the season length (QHRZ) in the peaking
constraint (MR HPKW).

HPKW CAP;or
HPKW VDI
(t,con,lth)

The amount of heat (MA(ENT)) required (CF, EFF, CAPUNIT) by a demand device (dmd) activity
(R_CAP) taking into consideration the shape of the load being served (FR(Z)(Y), OUT(DM)), as well
as the distribution losses (DHDE(Z)) and the length of the season (QHRZ), ignoring night storage (nst)
devices. In addition, the parameter handles the contribution (OUT(LTH) TID) to the peaking
requirement (HRESERV) made by the individual power plants capacity (R_CAP) taking into
consideration the peak contribution (PEAK(CON)), capacity-to-activity factor (CAPUNIT), and
transmission losses (TE(ENT)), as well as inhibiting for peaking only plants (PEAK(CON) TID,
forcing activity). These demands and capacity contributions are “balanced” in the peaking constraint
(MR_HPKW). The HPKW_VDI instance applies only to demand devices (dmd) that are vintaged,
where the peak coefficient is applied to the vintaged investment (R_INV) using the associated
efficiency (EFF_I). The HPKW _ CAP is similarly applied to the residual capacity variable
(R_RESIDV) using EFF_R.

HPKW CPD g
(t,cpd,lth)

The amount of heat (OUT(LTH) TID) related capacity available from coupled heat and power plants
(R_TEZY for back-pressure, R TCZYH for pass-out), taking into consideration operational
characteristics (CEH(Z)(Y), ELM, REH), reserve margin (HRESERYV) and transmission efficiency
(TRNEFF(Z)(Y)) that contributes to the peaking requirement (MR _HPKW).

HPKW _HLK sz
(t,hlk,Ith)

The consumption (R THZ) of heat (INP(ENT)c) by grid links (hlk) taking into consideration
distribution efficiency (DHDE(Z)) and seasonal fraction (QHRZ) in the peaking constraint
(MR _HPKW).

NYRSPER; 1231 357

The number of year per period, as determined by the difference between the first and second years of
the model.
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PRC LIM>sp 23E 237 U [The overall efficiency of a flexible output process, applied to the activity variable (R_ACT) to ensure

(pre,t) that the sum of all the individual commodity outputs (R_LOUT) is properly limited in the limit
equation (MR LIM).

PRC OUTs9p 20¢ U  |The maximum share (OUT(ENC)p) that is applied to the overall process activity (R_ACT) to limit the

(prc,enc,t) individual commodity flows leaving such processes (R LOUT) in the process operation equation
(MR _PBL).

PRI ACT3;g I Same as ANC ACT, above, except discounted (by applying PRI_DF) for the MARKAL objective

(t,prec) function (EQ_PRICE if single region, MR OB/ if multi-region).

PRI CAP;;r I Same as ANC _CAP, above, except discounted (by applying PRI_DF) for the MARKAL objective

PRI CAPR function (EQ_PRICE if single region, MR _OBJ if multi-region).

PRI VDI

(t.p)

PRI_DF_;QH 321320,32T, 32U.32V 1 Period discount factor (see MR_OBJ in the Section 2.5 for detailS).

®

PRI INV3,, I Lump-sum discounted (by applying PRI DISC, that takes into consideration any technology specific

(t,tch) “hurdle” rate (DISCRATE)) investment for the MARKAL objective function (EQ PRICE if single
region, MR _OBJ if multi-region), and taking into consideration any salvage associated with installed
new capacity still available at the end of the modeling horizon (see MR _OBJ in the Section 2.5 for
details).

PRI TCZY;,p I Same as ANC_TCZY, above, except discounted (by applying PRI_DF) for the MARKAL objective

(t,cpd) function (EQ PRICE if single region, MR OBJ if multi-region).

PRI TEZY 359 I Same as ANC_TEZY, above, except discounted (by applying PRI _DF) for the MARKAL objective

(t,ela) function (EQ PRICE if single region, MR OB/ if multi-region).

PRI THZ 35, I Same as ANC THZ, above, except discounted (by applying PRI_DF) for the MARKAL objective

(t,hpl) function (EQ_PRICE if single region, MR OB/ if multi-region).

PRI TSEP;;r I Same as ANC_TSEP, above, except discounted (by applying PRI_DF) for the MARKAL objective

(t,e,c) function (EQ PRICE if single region, MR OBJ if multi-region).

PRI ZSTK 35 I Same as ANC ZSTK, above, except discounted (by applying PRI_DF) for the MARKAL objective

(t,enc,c) function (EQ_PRICE if single region, MR OB/ if multi-region).

OHR ;:p52u, U  [The duration of each time-slice as a fraction of the year. Where a QHR instance is omitted for a time-

(w) slice, no equations or variables are generated for this time-slice.
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OHRZ10p.11D,11T.12D, 36D, 37D 1 The duration of each season as a fraction of the year, based upon the individual time-slice splits

(2) (QHR). Where both the day and night QHR instances are omitted for a season, no equations or
variables are generated for this season.

RAT ACTgg U  |The multiplier to be applied to the activity variable (R_ACT, R TCZYH, R_TEZY, R THZ) in a user-

(a,p,t) defined constraint (MR_ADRAT).

RAT CAPgr U  |The multiplier to be applied to the capacity variable (R_CAP) in a user-defined constraint

(a,p.,t) (MR_ADRAT).

RAT HPLgp U  [The multiplier to be applied to the activity of a heating plant (R_THZ) in a season for a user-defined

(a,hpl,z,t) constraint (MR ADRAT).

RAT INVy, U  |The multiplier to be applied to the investment variable (R_INV) in a user-defined constraint

(a,p.,t) (MR _ADRAT).

RAT RTY24; A |The indicator specifying the sense (bd) of a user-defined constraint (MR _ADRAT).

(a,b)

RAT RTYIsp A |The right-hand-side value associated with a user-defined constraint (MR_ADRAT), where the equation

(a,b,t) is only generated for those periods in which a value is provided.

RAT TCZYp U  |The multiplier to be applied to the activity of a coupled heat and power plant (R TCZYH, R TEZY) in

(a,cpd,w,t) a time-slice and for a user-defined constraint (MR ADRAT).

RAT TEZYsp U  |The multiplier to be applied to the activity of an electric generating plant (R_TEZY) in a time-slice and

(a,ela,w,t) for a user-defined constraint (MR ADRAT).

RAT TSEPgsr A |The multiplier to be applied to the resource supply variable (R_TSEP) in a user-defined constraint

(a,s,t) (MR_ADRAT).

REG XCVT 31140271 U  |A multiplier applied to a commodity in a region in the trade constraints (MR _BITRD, MR _BITRDE,

(r,e) MR GTRD) to convert the commodity to a standard common unit, if needed.

REG _XMONY;0m U  |A multiplier applied to the costs in a region to convert the regional objective function (MR_OBJ) terms

() to a standard common unit, if needed.

SEP_BND ,r A |The resource bound (BOUND(BD)Or) applied directly to limit the annual production from a supply

(s,b,t) option (R_TSEP) in each period for which a value is provided.

SEP_CUM,7p, 177 A |The cumulative resource limit (CUM) applied as the right-hand-side of the cumulative resource

(s) constraint (MR _CUM) to limit the total supply of an option (R_TSEP) over the entire modeling

horizon.
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SEP GRTIsp 5w A |The “seed” used as the right-hand-side of the resource growth constraint (MR GRSEP) to set the

(s) maximum penetration of a resource (R _TSEP) if it was not used in the previous period.

SEP _STRTsp2s5p A |The initial period from which a resource supply option (R_TSEP) is available.

(s)

SEP _TDEsr A |The annual decay of a resource option (R_TSEP) permitted, as controlled by the resource decay

(s,t) constraint (MR DESEP) in a period when a value is provided.

SEP _TGR;sr A |The annual growth of a resource option (R_TSEP) permitted, as controlled by the resource growth

(s,) constraint (MR GRSEP) in a period when a value is provided.

SLKCOST70,320 I The slack value cost, that also serves as the trigger to change the nature of the commodity balance

(e,t) equation to an equality constraint (MR _BAL S or MR BALDH_S) incorporating a slack variable
(R_SLKENC, R_SLKLTH). The value is applied to the slack variable in the objective function
(EQ PRICE if single region, MR OBJ if multi-region).

TCH BND,;F A |The limit (BOUND(BD)) directly imposed on the total installed capacity (R_CAP) in each period for

(p,b,t) which a value is provided.

TCH BNDQOjsp, 157.42E.42F A |The limit (BOUND(BD)O) imposed on annual activity in each period for which a value is provided.

(p,b,t) For regular processes (prc) the bound is applied directly to the activity variable (R_ACT).
Conventional conversion plants are limited annually by means of a constraint (MR _BNDCON) that
sums the individual time-slice activity variables (R TCZYH, R TEZY, R_THZ). For externally load
managed technologies (xIm/xpr) as applied to the capacity (R_CAP) taking into consideration the
capacity factor (CF) and capacity-to-activity factor (CAPUNIT).

TCH CAPUj;r 4or A |The capacity-to-activity conversion factor to ensure that the units of annual production activity match

(pst) that of the overall model. When set to unity the units of capacity and production are identical.
Traditionally used to allow conversion technology (con) capacity to be in terms of kilowatts/gigawatts
while annual production is defined in terms of petajoules.

TCH _CF2395 315 42F A |The fixed capacity utilization factor (CF/CF(Z)(Y)) controlling the activity of demand devices (dmd)

(p,w.,t)

and externally load managed technologies (xIm, xpr) according to the total installed capacity (R_CAP).
The seasonal CF(Z)(Y) takes precedence over the annual CF, with the latter assigned to the former
when the time-sliced values are not provided for conversion plants. Also, the maximum availability
factor (AF/AF(Z)(Y)) is assigned to the capacity factor for externally load managed technology when it
is provided and the CFs are not.
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TCH GRTIL6p, 267 A |The “seed” used as the right-hand-side of the technology growth constraint (MR_GRTCH) to set the

(p) maximum penetration of capacity (R _CAP) if it was not used in the previous period.

TCH IBNDg,, A |The limit (IBOND(BD)) directly imposed on investments in new capacity (R_INV) in each period for

(p,b,t) which a value is provided.

TCH LIFE sp A |The number of periods (can be fractional, e.g., 3.5) that a technology is available (LIFE) from the year

(p) of initial installation (R_INV), where the number of years per period (NYRSPER) is determined in the
code from the first two periods of the model run. Used to control the need for and longevity of new
investment in the capacity transfer equation (MR _CPT). The LIFE parameter also impacts the
annualized cost of new investments as embodied by the capital recovery factor (CRF).

TCH RES6p, 1674278 A |The amount of pre-existing or residual capacity (RESID) originally available prior to the modeling

(p) horizon and still available in the current period. The RESID parameter serves as the right-hand-side of
the capacity transfer equation (MR_CPT).

TCH STRT9p26p A |The period from which a technology is available (START), controlling when equations and variables

(p) are permitted. It is imbedded into almost all the other technology related internal parameters so that it
does not need to be tested repeatedly throughout the code.

TCH TDEor 197 A |The annual decay of installed capacity (R CAP) permitted, as controlled by the technology decay

(p,b,t) constraint (MR DETCH) in a period when a value is provided.

TCH TGR 65 267 A |The annual growth of installed capacity (R_CAP) permitted, as controlled by the technology growth

(p,b,t) constraint (MR GRTCH) in a period when a value is provided.

TENV ACT;sg I |Amount of emissions (ENV_ACT) discharged, or reduced (if negative), per unit of output from a

(t,p,v) process (prc) and credited into the annual emissions constraint (MR_TENYV). If the coefficient
ENV_ACT was originally provided for a conversion plant (con) or demand device (dmd) it is assigned
to an associated internal parameter (TENV _CAP/TENV TCZY /TENV TEZY /TENV THZ).

TENV CAP;sp I [Amount of emissions discharged, or reduced (if negative), per unit of installed capacity (R_CAP) as

(t,p,v) tracked in the annual emissions constraint (MR_TENV). If the technology is a demand device or is
externally load managed (xpr/xlm) and ENV_ACT is specified then it is assigned to ENV_CAP
applying the appropriate capacity conversion factors (CAPUNIT, CF/CF(Z)(Y)) , and time-slice
fraction (QHR(Z)(Y)) if a power plant.

TENV _INV;s, I |Amount of emissions discharged, or reduced (if negative), per unit of new investment in capacity

(t,p,v)

(R INV) as tracked in the annual emissions constraint (MR TENV).
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TENV _TCZY;350p I [Amount of emissions discharged, or reduced (if negative), per unit of pass-out turbine production of

(t,cpd,v) heat (R_TCZYH) as tracked in the annual emissions constraint (MR _TENYV) by applying the heat ratio
factor CEH(Z)(Y)/ELM. It is set from ENV_ACT ensuring that matrix intersections only occur for
permitted technologies, periods and time-slices.

TENV_TEZY350 I |Amount of emissions discharged, or reduced (if negative), per unit of electricity production (R_TEZY)

(t,ela,v) as tracked in the annual emissions constraint (MR _TENYV). It is set from ENV_ACT ensuring that
matrix intersections only occur for permitted technologies, periods and time-slices.

TENV HZ;sp I [Amount of emissions discharged, or reduced (if negative), per unit of heat production (R_THZ) as

(t,hpl,v) tracked in the annual emissions constraint (MR _TENV). It is set from ENV_ACT ensuring that matrix
intersections only occur for permitted technologies, periods and time-slices.

TENV _SEP;sr I Amount of emissions discharged, or reduced (if negative), per unit of resource activity.

(t,5,v) Specifying ENV_SEP results in the associated resource supply variable (R_TSEP) entering the
equation tracking annual emissions (MR TENYV) with the coefficient applied.

TEZY CAP;sr I The amount of total installed capacity (R_CAP) available in a time-slice (AF/AF(Z)(Y)), taking into

(t,ela,w) consideration any forced outage (AF _TID); as well as base load (bas), storage (stg) and peaking only
(PEAK(CON) TID) attributes. With regard to the latter the peak duration (PD(Z)(D)) is used in place
of the availability.

TEZY EMTs360 I Maintenance indicator (AF _TID) forcing the inclusion of a forced maintenance variable (R_M) in the

(t,cpd,w) utilization constraint (MR TEZY).

TEZY TCZY36p I |An indicator for pass-out turbine production of heat (R_TCZYH) electric output (CEH(Z)(Y)/ELM) in

(t,cpd,w) a particular period and time-slice, taking into consideration base load (bas), as it contributes to the
utilization constraint (MR TEZY).

TEZY TEZY360 I |An indicator that a conventional conversion plant (non-xIm) is permitted to run (R_TEZY) in a

(t,cpd,w) particular period and time-slice in the conversion plant utilization equation (MR _TEZY), taking into
consideration base load (bas), storage (stg), and peaking only (PEAK(CON) TID) attributes.

THZ CAP;r I The amount of the total installed capacity (R_CAP) available in a season (AF/AF(Z)(Y)) and period in

(t,hpl,z) the conversion plant utilization equation (MR _TEZY), taking into consideration any forced outage

(AF_TID); as well as peaking only (PEAK(CON)_TID) attributes. With regard to the later the peak
duration (PD(Z)(D)) is used in place of the availability.
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THZ THZ3or I |An indicator that a conventional heating plant (non-xlm) is permitted to run (R_THZ) in a particular

(t,hpl,z) period and season in the heating plant utilization equation (MR_THZ), taking into consideration base
load (bas), storage (stg), and peaking only (PEAK(CON) TID) attributes.

TRD BND A |The bound on the import/export of a globally traded commodity (R_GTRD) in a region/period.

(r,g,ie,b,t)

TRD COSTy; 71321321 A |An additional (transaction) cost applied to traded commodities (R_GTRD, R_TSEP, R TSEPE) in the

281,285 regional objective function (MR OBJ).

(r,e/v)

TRD FROM;;p A |The year from which trade in a global commodity is permitted to take place.

(r,e/v)

TSUB_BNDy U |Bound applied to a tax/subsidy as the total tax/subsidy permitted in a period.

28U,32D

(txs,t)

TSUB_COST7y 32v U |Cost of a tax/subsidy applied to selected energy carriers and the technologies producing and/or

28U.32D consuming it.

(txs,t)

TSUB_SEP;sr A |Contributions of a resource supply option to a tax/subsidy, where the value is applied to the level of

(txs,s,t) resource activity.

TSUB_TCHjsg 3sr. A |Contribution of a technology to a tax/subsidy, where the value is applied to the amount of the

38J,38P,380,38R associated commodity produced/consumed.

(txs,p,t)

UPRC ACTyg I JAn indicator that a conventional process (non-xpr) is permitted to run (R_ACT) in a particular period,

(t,prc) and thus appear in the process utilization equation (MR UTLPRC).

UPRC CAP 4r I [The amount of the total installed capacity (R_CAP) available in a period (AF) in the process utilization

(t,pre) equation (MR _UTLPRC).

ZPRyop S |The expanded list of externally load managed processes (xpr) plus those process with a short lifetime

(prc) (LIFE <=1 period).
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2.3.2.2 Other Key Internal Parameters

Besides the parameters presented in the previous two Tables, there are several other
internal parameters that are central to the calculation of key other parameters. These are
listed in Table 2-11 below.

Table 2-11. Definition of other key internal parameters

Internal Related Description
Parameter | Parameters
(indexes)
CRF DISCOUNT |The capital recovery factor for each technology; based upon the applicable
(p) DISCRATE |discount rate, the technology lifetime, and the number of years per period.
LIFE The CRF is calculated as x=1/(1+DISCOUNTorDISCRATE), and then

CRF={1-x}/{1-x""").

CRF_RAT CRF The ratio of the capital recovery factor for technologies with “hurdle rates,”

(p) DISCOUNT |calculated as {the technology CRF} / {the CRF using the standard system-

LIFE wide discount rate}.

FRACLIFE | COST _INV |The fraction of a period that an investment is available. This is 1 for all

(p) PRI _DISC [periods up until the period from installation until the lifetime (LIFE), and
then (number of years in the last period of existence / number of years per
period (NYRSPER)) if LIFE is not a multiple of NYRSPER.

FLLIFE COST _INV |Last period during which a technology is available based upon its LIFE.

(p)

FRLIFE COST _INV |Adjustment to the capital recovery factor (CRF) if the lifetime (LIFE) is not

(p) LIFE a multiple of the number of years per period (NYRSPER).

INV_INV PRI INV  [The lump-sum investment cost INVCOST), augmented for any additional

(t,p) costs associated with the electricity or heat transmission
(ETRANINV/DTRANINYV) or distribution (EDISTINV) for the objective
function (EQ_PRICE if single region, MR OB/ if multi-region).

NYRSPER TP The number of years per period. As MARKAL permits only periods of equal
length the value of NYRSPER is determined by the number of years
between the first two periods provided for the set YEAR.

PRI _DISC CRF_RAT |The spread discounting of the lump-sum investment (R_INV) for the

(t,p) FRACLIFE |objective function (EQ_PRICE if single region, MR _OBJ if multi-region).
Calculated by taking into consideration any technology specific discount
rate (DISCRATE, but reflected in CRF_RAT) and any fraction of the period
for lifetimes not a multiple of the period length (FRACLIFE) as
PRI _DISC=(1/((1+DISCO UNT)(-STARTYRS+NYRSPER*(ORD(TP)-])))) *CRF RAT *
FRACLIFE.

SALV_INV | PRI INV |The amount of remaining investment salvaged, that is credited against the

(t,p) lump-sum cost investment charge for the objective function (EQ_ PRICE if
single region, MR OBJ if multi-region).

SIGN For EXPorts = -1, for the other four resources options (IMPort, MINing,

(src) ReNeWable, StocKpile) = +1.

TO04/E/H/O | BAL/BALE/ (Electricity and heat production by plant, along with production of auxiliary

(t,p,*) BALH * |commodities, for the VEDA reports.
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Internal Related Description
Parameter | Parameters
(indexes)
TO08/ BAL *  |Energy/material consumption by technology for the VEDA reports.
TOSENT
(e,p,t)/(e,p)
T27V TENV_* |Emissions activity by technology and resource for the VEDA reports.
(t.p.v)
2.4 Variables

This section details the role of each primal decision variable of the MARKAL Linear
Program. These variables, along with the sets and parameters described in previous
sections, enter the mathematical expressions that constitute the MARKAL constraints
that are listed and explained in section 2.5. The primal decision variables of a Linear
Program are often referred to as Columns, whereas constraints or Equations are referred
to as Rows. This terminology stems from the position of these two types of entity in the
matrix of the Linear Program. For the same reason, the phrase Row/Column Intersection
is often used to designate the coefficient of a single MARKAL variable in a particular
constraint. A fairly complete rendition of the MARKAL LP matrix is provided in
Appendix A, and is available as an Excel spreadsheet.

The same syntax conventions used in the earlier parts of Chapter 2 are used here as well.
Namely:
e Sets, and their associated index names, are in lower case, usually within
parentheses;
e Literals, values explicitly defined in the code, are in upper case within single
quotes;62
e Parameters, and scalars (un-indexed parameters) are in upper case;
e Equations are in upper case with a prefix of MR _; and
e Variables are in upper case with a prefix of R .

Table 2-12 lists the indexes referenced in this section. As noted previously in section 2.2
the process of constructing the parameters, variables and equations that control the
intersections in the MARKAL Matrix is controlled by subsets of the referenced indexes,
particularly with regard to the technology references. For the most part these indexes
correspond directly to user input sets discussed in Section 2.2. The reader is referred to
that section for a full description of each index, and for an indication of how entries in the
sets influence the resulting model.

62 Examples of literals in the code are:
e ‘EXP’ and ‘IMP’ are reserved for exports and imports;
e ‘LO’ ‘FX’, and ‘UP’ identify lower, fixed and upper bound types, and
e S’ ‘I’, and ‘W’ for Summer, Intermediate, and Winter seasons, and ‘D’ and ‘N’ for day and night
components of the sub-annual timeslices.
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Table 2-12. Indexes and associated user sets

Index | Input Set® Description

a adratio The names of the user-defined Ad hoc constraints (referred to in the code by
the set (adratio)) that are used to guide market splits, group limits for
technologies, etc.

b bd The Bounds or right-hand-side constraint types (‘LO’, ‘FX’, ‘UP’, and
variations thereof (e.g., ‘MIN’, ‘FIX’, ‘MAX")).

c p The Costs, or step indicators, for the resource supply options. Correspond to
the last character of each member of the resource supply set (srcencp).

d dm The names of useful energy Demand sub-sectors.

e ent/mat The names of Energy carriers (ent) and materials (mat).

g trd The names of Globally traded (as opposed to bi-lateral) commodities ((ent) or
(env).

m mkt id The names of Market share group indicators.

p tch The names of the technologies or Processes.

r reg The names of Regions.

s srcencp/sep |The names of resource Supply options, including those serving as the trade
variables into/out of the regions.

t year/tp The years for which data is provided, and the (possible) subset thereof of Time
periods requested for the current model run.

txs taxsub The names of TaXes/Subsidies imposed on the system.

u med-step(bd) [The steps employed for the discretization of the price elastic demand curve,
and for expressing the loss of Utility. Provided for each demand sector for
which flexible demands are employed.

v env The names of emissions or enVironmental indicators.

w td/z+y The (pre-defined) season/time-of-day compound indexes (season (z) plus
time-of-day (y)) identifying the time-slice When an activity occurs as part of
producing/consuming electricity.

X ie The export/import eXchange indicator. Note: the definition of the set (ie) is
internal to the model and fixed at ‘EXP’ for exports and ‘IMP’ for imports.
But for any trade variables defined over (ie) there are only variables for the
instances for which the user has explicitly provided data.

z z The (pre-defined) seasons for heat generation and consumption.

The variables of the MARKAL model correspond to the columns of the LP matrix. Each
variable is indexed by region, for a multi-region model, and by the appropriate set of
other indexes necessary to fully and uniquely identify the model component. The
variables in the model are generally tied to a region (for a multi-region model), a
technology or commodity, and a time period®. The main variables are used to:

5 Input Set identifies the user input set/sets corresponding to each 1-character index used in the definition
of the matrix components in this chapter.

% The only exceptions are the regional total system cost variable with only a region index, the objective
function variable without any index, and the tax/subsidy variable with the named tax/subsidy as an index.
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0 track the timing of new investments in each technology in each time period;

0 accumulate the total installed capacity of each technology in each time period;

0 determine the activity (output) of each technology in each time period, and time-
slice for electricity and heat producing technologies;

0 accumulate the total emission level of each emission in each time period, and

0 account for the change in demand levels of each end-use demand in each time
period.

In all models built upon the MARKAL framework technologies (except resources) are
portrayed based upon their level of activity, total installed capacity and amount of new
investment. Dividing the activity level by the technology’s efficiency derives
consumption requirements associated with each technology. In MARKAL there are no
“consumption” (input flow) variables, except for exports. Depending upon the nature of a
technology there are either individual “production” (output) flow variables for the
primary output commodities (e.g., imports, electricity/heat from conversion plants,
commodities from flexible (LIMIT) processes), or the various outputs are derived from
technological activity or capacity levels (e.g., commodities from regular process,
ancillary commodities, useful energy services from demand devices). Thus the energy
and material balance equations, as well as peaking and base load requirements and the
variable operation costs, are constructed by either employing the flow variables where
they exist, or more commonly by applying the appropriate coefficients to determine the
amount of each commodity into or out of the technologies based upon the activity or on
total installed capacity of the technologies. In addition, individual variables track the
blending operations carried out within the flexible refinery sub-model (see chapter 1,
section 1.4.5).

The variables of the model are listed alphabetically, by the name assigned to them in the
MARKAL GAMS code, in

Table 2-13, with a sequence number in the first column. Column 2 of the Table indicates
the variable name and the associated indexes needed to uniquely define the instances of
the variable. The last column describes the variable, with particular emphasis on the
conditions that trigger the creation of each variable. The modeler is referred to Appendix
A® for a global view of the variables involved in the model, which constraints they are
involved in, and what parameters (and sets) determine the actual coefficient of each
row/column intersection. By looking down a variable column of the MARKAL Matrix
one can quickly see all the non-empty intersections, thereby identifying the constraints
and associated parameters determining the coefficients of that variable in the various
constraints. Also, recall that every set and parameter appearing in the MARKAL Matrix
is explained in the Sets & Parameters section 2.2, Table 2-10.

Note that in the source code regionalization is handled by using a MR _ prefix for
equation names (MR_<root>)® and adding a R_ prefix to variable names (R_<root>),

6 Appendix A’s MARKAL matrix is provided as an Excel file.

% In a single region model the energy balance equation is named EQ BAL_G, while for a multi-region run
the regionalized equation has the EQ_ prefix replaced by MR _; for a variable the R _ prefix is added to the
root variable name, e.g., the single region INV variable is named R_INV for multi-region MARKAL.
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and a R suffix to set and parameter names (<root> R). During multi-region runs the
matrix generator and report writer generate the parameters and process the model results
region-by-region. For matrix generation this is accomplished by moving the single region
data into parallel multi-region data structures. The multi-region model variables and
constraints, and parameters, if needed, are moved into their corresponding single region
instances for the reports. These parallel data structures have the identical names as their
single region counterparts, but with the appropriate prefix/suffix added to their names and
the first index designating the region (via the index reg/r). In all the descriptions of sets
and parameters in this chapter the regional suffix is omitted, though it is understood to be
part of the associated data structures for multi-region models. Where there is an exception
to this rule it is noted, for example if trade options identify both from/to regions.

Table 2-13. Model variables®” "

VAR Variable Variable Description
Ref (Indexes)
1 |[R_ ACT The activity of a process technology (prc). Note that only process technologies
(r,t,p) have R_ACT variables. For power sector technologies (con), variables defined
for each time-slice are employed instead, and for demand devices (dmd) an
activity variable is not generated as the activity of a demand device is derived
directly from the associated capacity variable.
2 |R_CAP The total installed capacity of a technology. This variable represents the total
(r,t,p) residual capacity plus investments in new capacity made up to and including
the current period and that are still available to the model (i.e. whose life has
not expired yet).
3 |R _ELAST The movement (up or down) of an energy service demand in response to
(r,t,d,b,u) energy service price when running the model with elastic demands.
4 |R_EM The level of an emission indicator. This variable is free to take positive or
(r,t,v) negative values.
5 |[R_GTRD The total amount of a globally traded commodity (energy carrier or material
(r,t,e/v, X) (e)/emission (v)) imported/exported by a region, where x = ‘IMP’/‘EXP’.
6 |R_INV The addition of new technology capacity (new investment) in a period. The
(r,t,p) investment is assumed to take place at the beginning of the period, and so is
fully available to the model in the period in which the investment takes place.
7 |R_LOUT The amount of an energy carrier or material produced by a flexible (LIMIT)
(r,t,p,e) “refinery” or other mixing process (prc) producing multiple commodities that
are not necessarily produced in fixed proportions.
8 [R.M The scheduled maintenance in season z for a power plant for which the user
(r,t,p,2) has specified that some fraction of annual unavailability is scheduled

[AF TID] and thus not allowed to be optimally scheduled by the model.

7 The VAR Ref is the sequence number according to the variable’s alphabetic ordering in this chapter.
Each variable is also listed in the corresponding order in the MARKAL model matrix spreadsheet presented

in Appendix A: Table A

% In the Description column references within parentheses refer to (sets), (PARAMETERS), (MR_/R
model rows/columns), and (‘LITERAL’).

% All variables are positive, except for the objective function variable, and the emissions monitoring
variables that are free to take positive or negative values.
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VAR Variable Variable Description
Ref (Indexes)
9 |R objZ The total cost of a MARKAL region, expressed as the discounted present
(r) value to some chosen year. For single region models, this expression is
minimized by the model, and this is equivalent to maximizing the total surplus
(producer plus consumer surpluses). For multi-region models the regional
costs are added and their sum constitutes the objective function to minimize
(see R_TOTobjZ below).
10 |R_RESIDV The exogenously specified residual (RESID) level of investment in a
(r,t,p) technology made prior to the modeling horizon that is still available in a
period. The R_RESIDV variable is used to charge the annualized operating,
maintenance and fuel costs associated with demand devices (dmd) employing
vintage tracking to the objective function. [Note that this variable is not
subject to optimization, as it is completely determined by the RESID input
parameter. ]
11 |R SLKENC The slack variable added to a commodity balance equation to change the
(r,t,e) equation to an equality (MR_BAL _S). This change is triggered by the user
R _SLKLTH providing a cost (SLKCOST) to be applied to the variable in the objective
(r,t,e,2) function (see the Equations section).
12 [R_ TCZYH The amount of low-temperature heat (Ith) produced in each time-slice (w) by a
(r,t,p,w) coupled heat and power plant (cpd) that is modeled as a pass-out turbine with
a flexible electricity/heat relationship (CEH).
13 |[R TEZY The amount of electricity (elc) produced in each time-slice (w) by a power
(r,t,p,W) plant (ela).
14 |[R_THZ The amount of low-temperature heat (Ith) produced in season (z) by a heating
(r,t.p,2) plant (hpl).
15 |[R_TOTobjZ The MARKAL objective function to be minimized for multi-region models,
consisting of the sum of the regional discounted costs.
16 |[R_TSEP The level of resource production, including imports and exports, arising from
(r.,t,9) each step (price level) of the supply curve (srcencp).
17 |R_TSEPE For bi-lateral electricity trade (bi_trdelc, srcencp), the amount of electricity
(r,t,8,W) (elc) exchanged in each time-slice (w).
18 |[R_TXSUB The tax/subsidy level accumulated from all technology/commodity pairs
(T,t,txs) involved in a tax or subsidy (cost per unit of activity) imposed on the energy
system.
19 |R ZSTK The carry-over from the final time period of stockpiled material (src = ‘STK”)
(r,e,c) that needs to be credited to the objective function.

In the rest of this section each of the variables is described in more detail. On the variable
sub-header record the variable name and index is given, along with a reference to the
associated column in the Appendix A’s MARKAL Matrix. It is helpful to either print the
MARKAL Matrix or have it open as you use the description of the structure of
MARKAL. For each variable the following information is provided.

Description:

A short description of the nature of the variable.

Purpose and A brief explanation of why the variable is needed, along with a general
description
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Occurrence: of the data circumstances and model rules that control the instances of the
variable in the various constraints.

Units: The units associated with the variable.

Bounds: An indication of how limits (lower, upper, fixed) can be directly and indirectly
applied to the variable.

2.4.1 R_ACT(r,t,p) MARKAL Matrix, Column e

Description:  The level of ACTivity of each process technology (prc)”’. The variable

Purpose and
Occurrence:

Units:

represents the total annual output of the process technology.

The activity variable enables tracking of the level of activity associated with each
process technology (prc). It determines the production of each of the energy
carriers and materials produced by a process technology, as well as the energy
and material required by the process technology and any emissions based upon
activity. The variable is used to distinguish the running of a process technology
from the level of installed capacity, and enables the variable costs to be separated
from the fixed.

Under normal circumstances this variable is generated for each process
technology for all time periods beginning from the period that the technology is
first available (START). However, generation is conditional upon LIFE being
provided, and greater than one period in length, and the process not being
described as externally load managed (xpr). [In either of these excluded cases the
activity is determined directly by substituting the currently installed capacity
(R_CAP) times the capacity factor parameter (CF) for the activity variable
(R_ACT)]. The activity variable also serves to ensure that the level of each
commodity produced by a flexible process (LIMIT, see MR _LIM, MR PBL),
does not exceed its maximum permitted share of the total output. Since the
amount of each commodity consumed or produced by a process is a function of
the process activity, the R_ACT variable appears in the commodity balance
equations (MR_BAL E/G/S, MR _BALE1/2), as well as contributing to the
electricity peaking requirements (MR _EPK). Since R_ACT represents the overall
activity of the process, it appears in the objective function (MR _PRICE) to
account for the variable operating and maintenance (VAROM) and any delivery
(DELIV) costs associated with the process. R ACT may also appear in user-
defined constraints (MR_ADRATn if RAT_ACT), emission (MR_TENV if
ENV_ACT) and tax/subsidy (MR_TXSUB if TSUB_TCH) constraints if the
associated data is provided.

Usually energy units, most often PJ, but may be any other unit defined by the
user for activity of processes (e.g., material). If activity units differ from capacity
units, the conversion is specified by the capacity unit parameters (CAPUNIT =
capacity unit/activity unit). The same units must be used for bound
(BOUND(BD)O) parameters related to the technology activity.

7 Reminder: demand device (dmd) activity is derived directly from the capacity variable (R_CAP), and
conversion plants (con) have time-sliced activity variables (R_ TCZYH, R TEZY, R THZ).
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Bounds:

The process activity variable may be directly bounded by specifying an annual
activity bound (BOUND(BD)O, where BD = ‘LO’/*UP’/‘FX”). It may be
indirectly limited by bounds specified on capacity (BOUND(BD)), capacity
growth rates (GROWTH), or investment (IBOND(BD)), owing to the fact that
the activity variable cannot exceed the capacity variable with the associated
availability factor applied.

2.4.2 R_CAP(rt,p) MARKAL Matrix, Column f

Description:

Purpose and

Occurrence:

The level of total installed CAPacity available in each period, defined for each
technology (i.e. each process (prc), conversion (con) and demand (dmd)
technology).

The capacity variable accumulates the total level of capacity in each period as
part of
monitoring the turnover of capital stock.

The capacity variable is generated for each technology in all time periods,
beginning from the period that the technology is first available (START). Its
level is a function of the residual capacity (RESID) from technologies deployed
prior to the modeling horizon that remain in the current period, plus those
investments in new technologies (R _INV) made earlier than or in the current
period that have not yet exhausted their useful lifetime (LIFE). The variable
appears in the capacity transfer constraint (MR _CPT) that oversees the tracking
of vintages and lifetimes of technologies, and all constraints (MR _TEZY,

MR _THZ, MR _UTLPRC) that relate the activity of technologies (R_ACT,

R TCZYH, R TEZY, R THZ) to installed capacity. R_CAP directly contributes
to the electricity and heat peaking constraint (MR EPK and MR_HPKW). Note
also that R CAP may be used as a surrogate for activity level for externally load
managed, or rigid, processes (xpr) and power plants (xIm), substituting for
activity variables with the appropriate capacity factors (CF/CF(Z)(Y)) applied.
Furthermore, as it is assumed that all demand devices (dmd) operate in
proportion to the level of the installed capacity according to a fixed utilization
factor (derived from CAPUNIT, CF, EFF and MA(ENT)) no activity variable
(R_ACT) is created for demand devices, and commodity flows are directly
determined from R_CAP. R_CAP thus also enters in the determination of the
level of demand services (according to OUT(DM)) provided by a technology to
help satisfy the demand constraint (MR _DEM). It appears in a growth constraint
(MR_GRTCH) if requested (GROWTH). Since R_CAP represents the total
installed capacity of each technology, it also appears in the objective function
(MR_PRICE) to account for the fixed operating and maintenance costs (FIXOM)
associated with the technology, as well as the variable costs (VAROM + DELIV)
for externally load managed and demand device technologies. R CAP may (as
any other MARKAL variable) also appear in a user-defined constraint

(MR _ADRATRN) and in emission constraints (MR_TENYV) if the associated data
is provided by the user.
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Note that for vintaged demand devices (having EFF I, EFF R for efficiency in
place of an overall EFF), residual (R_RESIDV) and investment variables substitute
for the capacity (R_CAP) in all commodity related matrix entries, as the efficiency
of such devices is tied to its vintage (year of installation) rather than the current
period. A consequence of vintaging a demand device is that the model cannot
choose to abandon (not operate) a device once it is invested in, c.f. the case for
traditional devices represented by R CAP owing to the =G= nature of the capacity
transfer constraint (MR CPT).

Units: PJ/a, Gw, or Bvkm/a, or any other unit defined by the analyst to represent
capacity. The same units are used for the investment (R_INV) variable, and for
the residual capacity (RESID), and capacity bound (BOUND(BD)) parameters
related to the technology.

Bounds: The capacity variable may be directly bounded by specifying a capacity bound
(BOUND(BD)), with BD = ‘LO’/*UP’/*FX’. It may be indirectly limited by
capacity growth rates (GROWTH), or by bounds on investment variables
(IBOND(BD)).

2.4.3 R_ELAST(r,t,d,b,u) MARKAL Matrix, Column g

Description:  The u™ component of the change (increase or decrease) of an ELASTic demand
for a useful energy service in response to the associated own price elasticity.

Purpose and The elastic demand variable allows for the step-wise constant representation of
the

Occurrence: consumer demand curve for each energy service, if that option is selected by the
user. The demand in a particular run is equal to the demand in the base case plus
the sum of the components of the demand variation, as explained in sub-section
1.6.2.3.

The elastic demand variable appears in the demand equation (MR _DEM)
whenever a non-zero number of steps (MED-STEP(BD)) is provided for a
direction (‘LO’/ ‘UP’), and in each period for which an elasticity (MED-
ELAST(BD)) is provided for that direction. In such a case, the variable also
appears in the objective function (MR_PRICE).

Units: PJ, bkmt, or any other unit in which a demand for an energy service is specified.

Bounds: For each direction (b) and step (u) an upper bound is set such that R_ELAST
does not exceed an amplitude that is a function of the reference case demand
level (DEMAND), a percent variation parameter (MED-VAR), and the desired
number of steps (MED-STEP) for the discrete approximation for that direction,
according to the formula step limit = (DEMAND)*(MED-VAR)/(MED-STEP).
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2.4.4 R_EM(r,t,v) MARKAL Matrix, Column h

Description:

Purpose and
Occurrence:

Units:

Bounds:

The total level of each EMission indicator in each period.

The emission tracking variable accumulates the total (net) level of an emission
emanating from all sources, adjusted for those leaving the energy system (due to
exports or “removal” (e.g., scrubbing, sequestration)).

Emissions indicators (env) are tracked for each indicator in each period for any
period in which an emission is produced or absorbed by any technology or
resource. Emissions are tied to technologies according to their activity
(ENV_ACT), capacity (ENV_CAP), or investment (ENV_INV), and resources
according to their activities (ENV_SEP), where corresponding coefficients are
applied to the associated variables for each technology/resource emitting, or
consuming, the indicator. Emissions may also be tracked by commodity
(ENV_ENT), in which case the preprocessor will determine the associated
emissions taking into consideration the technical characteristics of each
technology producing/consuming such commodities. Since R_EM represents the
total level of emissions, it may also appear in the objective function
(MR_PRICE) if an emission tax (ENV_COST) is specified.

Note that the R_EM variable is free to take positive or negative values,
unlike most other model variables, which are non-negative by default.

Tons, Thousand tons, or any other unit defined by the analyst as a measure of the
emission per unit of activity, installed capacity, or investment. The same units are
used if a bound (ENV_BOUND(BD), ENV_CUM, ENV_MAXEM) is imposed.
Consistent units must also be used if an emission “tax” is to be applied
(ENV_COST).

The total level of an emission may be directly bounded by specifying a cap
(ENV_MAXEM) or bound (ENV_BOUND(BD)) on annual emissions, or a
cumulative limit (ENV_CUM) on an indicator over the entire modeling horizon.
For multi-region models, cross-region cumulative or single period constraints
(MR _GEMLIM or MR_GEMLIMT) may also be imposed.

245 R_GTRD(r,t,elv,x) MARKAL Matrix, Column i

Description:

Purpose and

Occurrence:

The total amount of a Globally TRaDed commodity (energy carrier/material (e),
or emission (v)) imported/exported (x) to/from a region in each time period.

The global trade variable permits trade of a commodity (energy, material or
emission)
between exporting and importing regions without setting up specific trade routes.

R_GTRD only comes into play in multi-region models. The global trade variable

enters the commodity balance equations (MR _BAL, MR BALE, or MR _TENYV),
the objective function (MR_PRICE) where any transaction cost (TRD_COST) is
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applied, and the global trade balance equation (MR_GTRD) where the total
exported must equal the total imported, for each region. Note that trade starts
beginning at the TRD FROM period.

Units: Units of the commodity traded, e.g., PJ for energy, Tons for material, Tons for
emission or emission permit.

Bounds: The amount of a global traded commodity exported/imported from/to a region, in
a period, may be limited by the TRD BND parameter.

2.4.6 R_INV(r,t,p) MARKAL Matrix, Column j

Description:  The level of additional capacity (INVestment) in each period. The level of the
variable represents the total addition of new capacity occurring during the entire
period, but is credited and assumed available from the beginning of the period.

Purpose and The R_INV variable tracks investments in new capacity. Having a separate
variable for

Occurrence: new construction also enables separating the contribution to the total discounted
system cost of investment costs from the contribution of other costs. In the case
of vintaged demand devices (dmd with EFF _I) the variable is also used to
determine the activity of the device.

This variable is generated for each process (prc), conversion (con) and demand
(dmd) technology (but not for resource options) in all time periods beginning
from the period that the technology is first available (START), whenever the
lifetime (LIFE) parameter has been specified or set by the preprocessor. If any
cost parameter is provided, but LIFE is not, then LIFE is set equal to 1 period. If
the LIFE parameter is not specified, and no cost parameter is provided then the
investment variable is not generated. Whenever LIFE is greater than 1 period the
investment variable appears in the capacity transfer constraint (MR _CPT) by
which the investments are accumulated over time to define the current installed
capacity (R_CAP) in each period. Since R_INV represents the investment in new
capacity of each technology, it also appears in the objective function

(MR _PRICE) to account for the investment costs (INVCOST) associated with the
technology. R_INV appears in a user-defined constraint (MR _ADRATRN) if

RAT INV is specified), energy or material balance constraints (MR_BAL,

MR _BALE if INP(ENT) TID or MA(ENT)_TID are specified, and emission
constraint (MR_TENV) if ENV_INV is specified; as long as LIFE has been
provided.

Note that for a vintaged demand device (having EFF I and EFF R for efficiency
instead of an overall EFF) residual (R_RESIDV) and investment variables substitute
for the capacity (R_CAP) in all commodity related matrix entries. This permits the
efficiency of such a device to be tied to its vintage (year of installation) rather than the
current period. A consequence of vintaging a demand device is that the model cannot
choose to abandon (not operate) a device once it is invested in, c.f. the case for
traditional devices represented by R CAP owing to the =G= nature of the capacity
transfer constraint (MR CPT).
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Units:

Bounds:

PJ/a, Gw, or Bvkm/a, or any other unit defined by the analyst to represent
capacity. Consistent units must be used for the investment (R_INV) variable, and
for the residual capacity (RESID), cost (INVCOST, FIXOM), and investment
bound (IBOND(BD)) parameters related to the technology.

The investment variable may be directly bounded by specifying an investment
bound (IBOND(BD)). It may be indirectly limited by bounds specified on
capacity (BOUND(BD)), capacity growth rates (GROWTH), or activity
(BOUND(BD)O).

2.4.7 R_LOUT(r,t,p,e) MARKAL Matrix, Column k

Description:

Purpose and
Occurrence:

Units:

Bounds:

The output flow of an energy carrier (enc) or material (mat) from a flexible
(LIMIT) multiple OUTput process technology (prc).

This flow variable tracks output from “limit” processes, permitting the model to
determine the level of each output energy carrier or material flow independently
of one another.

There is a collection of R_ LOUT variables for each flexible process. The output
parameters (OUT(ENC)p/OUT(MAT)p) serve to both identify which
commodities are produced by the process, as well as indicate the maximum share
each commodity can have of the overall output. Note that while the sum of these
maximum shares may be more than one, the total of the actual shares (flows)
represented by R_LOUT must not exceed the overall efficiency (LIMIT) of the
flexible process. Each R_LOUT variable is tied to the activity variable (R_ACT)
of such processes according to its maximum share (MR _LIM), with the overall
efficiency controlled by the flexible process output balance constraint

(MR _PBL), and contributing to the balance equation for each output commodity
(MR_BAL).

Most often PJ, but may be any other unit defined by the analyst for activity of
processes. Consistent units must be used for the variable cost (VAROM) and
bound (BOUND(BD)O) parameters related to the technology.

The individual flow of each commodity is bounded by the
OUT(ENC)p/OUT(MAT)p parameter. The flow may also be indirectly limited by
an annual activity bound (BOUND(BD)O) on the process, bounds specified on
capacity (BOUND(BD)), capacity growth rates (GROWTH), or investment
(IBOND(BD)).

2.4.8 R_M(r,t,p,2) MARKAL Matrix, Column |

Description:

Purpose and
Occurrence:

The level of scheduled Maintenance in season z for a conversion plant (con) for
which the user has specified that scheduled maintenance is an option.

The maintenance variable allocates the total annual scheduled maintenance to the

different seasons. The non-scheduled maintenance is considered to be forced
outage and occurs uniformly throughout the year. The AF_TID parameter
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specifies how much of the total maintenance may be scheduled by the model, the
rest being forced outage.

The variable enters the conversion plant activity (MR_TEZY) and utilization
(MR_UTLCON) constraints, and is triggered by the user providing a scheduled
outage (AF_TID) less than 1.

Units: Energy units (PJ/a, etc.).

Bounds: None, other than that imposed by the utilization constraint (MR_UTLCON).
2.49 R_objZ(r) MARKAL Matrix, Column m
Description: A variable equal to the Objective function expression for each region (r),

Purpose and

embodying the total discounted system cost for that region.

The variable appears only in the constraint expressing the objective function

Occurrence: (MR _PRICE). For single region models the variable (without the R prefix and
the region index) is minimized directly, while for multi-region models the
regional variables are added to form the final global objective function
(MR_OBJ). The regional cost variables may be weighted if different monetary
units (REG_ XMONY) are employed in some regions.

Units: Million 2000 USS$, or any other unit in which costs are tracked. Note that a
regional monetary conversion factor (REG_XMONY) may be applied if different
monetary units are used for the various regions.

Bounds: None.

2.4.10 R_RESIDV(r,t,p) MARKAL Matrix, Column n

Description: The RESIDual capacity of demand devices (dmd) still available during the

Purpose and

Occurrence:

modeling horizon when Vintaging is used.

The residual variable represents the level of residual capacity still in place in a
period
for each vintaged (by the user providing EFF I and/or EFF_R) demand device.

Normally the capacity variable (R_CAP) incorporates the residual capacity level.
However, the R RESIDV variable substitutes for the capacity variable (R_CAP)
in the various flow related equations (MR _BAL, MR BALE, MR BALDH,

MR _EPK, MR _HPK, MR BAS) so that the associated efficiency (EFF_R) can
be reflected, rather than an overall efficiency (EFF) for all installed capacity in a
period. It also enables the annual variable charges (VAROM and DELIV)
associated with past investments to be accounted for in the objective function, as
a function of the efficiency of the residual capacity of vintaged demand devices.
The variable is a pure accounting variable fixed explicitly at the level provided in
the input data (RESID), and corresponds directly to the constant value set as the
right-hand-side of the capacity transfer constraint (MR _CPT).
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Units: PJ/a, Gw, or Bvkm/a, or any other unit defined by the analyst to represent
capacity. Consistent units must be used for the investment (R_INV) variable, and
for the residual capacity (RESID), cost INVCOST, FIXOM), and capacity bound
(BOUND(BD)) parameters related to the technology.

Bounds: The variable is fixed explicitly at the level provided in the input data (RESID).

2.4.11 R_SLKENC(r,t,e)/R_SLKLTH(r,t,e,z) MARKAL Matrix, Column o

Description: The SLacK variable added to a commodity balance equation associated with an
energy carrier (either enc or Ith) to change the equation to an equality.

Purpose and A slack variable added to the energy balance equation when the constraint type is
Occurrence: changed from an inequality (=G=) to an equality (=E=).

The variable also appears in the objective function (MR PRICE) for each period
and each energy carrier for which a slack penalty (cost) is provided (SLKCOST),
and the associated equality slack energy balance constraint (MR_BAL _S), rather
than the conventional energy carrier constraint (MR _BAL_ G). The SLKCOST
serves as the trigger to change the sense of the balance equation.

While the R SLKENC/LTH variable is handy during the debugging stages of
constructing a model, under normal circumstances the variable should have zero
level in the solution. If non-zero it is an indication that some fixed output
process(es) are forcing overproduction of the commodity. Therefore, the level of
these variable(s) in the solution should be checked to ensure that they are zero. Asa
corollary, the value of SLKCOST should be rather large.

Units: Energy units.
Bounds: None.
2.4.12 R_TCZYH(r,t,p,w) MARKAL Matrix, Column p

Description:  The amount of low-temperature Heat (Ith) produced in a Time period by a
Coupled heat and power (cpd) pass-out turbine in each time-slice w. Such power
plants have the flexibility to trade-off the amount of electricity versus heat
produced (CEH(Z)(Y)), by controlling how much steam is sent to the turbines as
opposed to the heat grid.

Purpose and The flow variable tracks the amount of low-temperature heat produced, and
determines

Occurrence: the amount of electricity, from a flexible pass-out turbine in each time-slice,
thereby establishing the overall activity of such technologies.

For a coupled heat and power pass-out turbine there is a R TCZYH heat variable
for each time-slice (w=td(z,y)). The variable represents the amount of heat
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Units:

Bounds:

produced, and thus appears in all low-temperature heat related constraints
(MR_BALDH, MR _HPK, for the connected grid (OUT(LTH) TID)), and to
determine the amount of energy consumed per unit production (MR _BAL). The
activity is derived directly from the current installed capacity (R_CAP) by
applying an availability factor (AF) that limits the plant’s maximum output

(MR _TEZY) in each time-slice. Once the amount of heat that is to be produced
from the plant is determined, the R. TCZYH variable is used as a surrogate for
the electricity production from the power plant in all the electricity-related
constraints (MR _BALE, MR BAS for the connected grid (OUT(ELC) TID, and
MR_EPK if peak contribution is a function of the plant activity rather than
capacity via PEAK(CON) TID) since it is a direct function of the amount of heat
production. As R_ TCZYH defines the overall activity of the technology it also
appears in the objective function (MR PRICE) to represent the variable
operating and maintenance costs (VAROM) and any commodity related delivery
charges (DELIV). R_ TCZYH may also appear in a user-defined constraint
(MR_ADRATn if RAT _TCZY or RAT ACT), emission (MR_TENV if
ENV_ACT) and tax/subsidy (MR _TXSUB if TSUB_TCH) constraints if the
associated data is provided.

Most often PJ, but may be any other unit defined by the analyst for the activity of
conversion technologies. Consistent units must be used for the variable cost
(VAROM) and bound (BOUND(BD)O) parameters related to the technology.

The annual output of a conversion plant may be bounded (BOUND(BD)O),
resulting in constraint (MR_BNDCON) to sum the time-sliced activity variables.
Indirect limits may be imposed on the activity of pass-out turbines if bounds are
specified for capacity (BOUND(BD)), capacity growth rates (GROWTH), or
investment (IBOND(BD)).

2413 R_TEZY(r,t,p,w) MARKAL Matrix, Column q

Description:

Purpose and

Occurrence:

The amount of electricity (elc) produced in a Time period by an Electricity
generating plant (ela) in each time-slice w (where w = td(z,y)).

R _TEZY(r,t,p,w) is the equivalent of the R_ACT(r,t,p) activity variable defined
for

process technologies, but the latter is only defined annually whereas

R _TEZY(r,t,p,w) is defined for each time-slice. It is defined for all electricity
generating facilities (electric only (ele), coupled heat and power (cpd) back-
pressure turbines and storage plants (stg)), and thus depicts the activity of such
technologies.

The variable represents the amount of electricity produced, and thus appears in
each electricity related constraint (MR _BALE and MR _BAS) for the connected
grid (OUT(ELC)_TID) and MR _EPK if peak contribution is a function of the
plant activity rather than capacity via PEAK(CON) TID). This variable also
determines the amount of energy required (in the commodity balance equation
MR _BAL) per unit of production. For a standard power plant the activity is
upper bounded by the current installed capacity (R_CAP), by applying an
availability factor (AF/AF(Z)(Y)) that limits the plant’s maximum output in each
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Units:

Bounds:

time-slice. If the power plant is defined as base load (bas) there is only a single
daytime variable (y="D’) created, and this same variable is used for both the day
and night (y="N") to ensure that the plant operates at the same level day and
night. For an externally load managed (or rigid) plant the R TEZY is not
generated, but instead the user-provided capacity factor (CF/CF(Z)(Y)) is applied
to the capacity variable (R_CAP) to determine the activity in each time-slice. As
the level of R TEZY defines the overall activity of the technology in each time-
slice it also appears in the objective function (MR PRICE) to represent the
variable operating and maintenance costs (VAROM) and any commodity related
delivery charges (DELIV). R TEZY may also appear in a user-defined constraint
(MR_ADRATn if RAT_TEZY or RAT_ACT), emission (MR_TENYV if
ENV_ACT), and tax/subsidy (MR_TXSUB if TSUB_TCH) constraints if the
associated data is provided.

Energy unit. Most often PJ, but may be any other unit defined by the analyst for
activity of conversion technologies. Consistent units must be used for the variable
cost (VAROM) and bound (BOUND(BD)O) parameters related to the

technology.

The annual output of a conversion plant may be bounded (BOUND(BD)O),
resulting in a constraint (MR_BNDCON) that sums the time-sliced activity
variables. Indirect limits may be imposed on the activity of power plants if
bounds are specified for capacity (BOUND(BD)), capacity growth rates
(GROWTH), or investment (IBOND(BD)).

2.4.14 R_THZ(r,t,p,2) MARKAL Matrix, Column r

Description:

Purpose and

Occurrence:

The amount of low-temperature heat (Ith) produced in a Time period by a
Heating plant (hpl) in each season (z).

The flow variable tracks the amount of low-temperature heat produced in each
season
by a heat generating facility, and thus depicts the activity of such technologies.

For a power plant generating only low-temperature heat there is a R THZ heat
variable for each season. The variable represents the amount of low-temperature
heat produced, and thus appears in each heat related constraint (MR _BALDH,
for the grid connected (OUT(LTH) TID)); and in MR_HPKW if peak
contribution is a function of the plant activity rather than capacity via
PEAK(CON) TID)). This variable also determines the amount of energy
required (in the commodity and electricity balance equations MR _BAL, and

MR _BALE respectively) per unit production. The activity is upper-bounded for
the current installed capacity (R_CAP) by applying an availability factor
(AF/AF(Z)‘D’) that limits the plant’s maximum output (MR_THZ) in each
season. For externally load managed, or rigid, plants the R THZ is not generated,
but instead a capacity factor (CF/CF(Z)‘D’) is applied to the capacity variable
(R_CAP) to determine the activity in each season. As the level of R THZ defines
the overall activity of the technology in each season it also appears in the
objective function (MR PRICE) to report the variable operating and maintenance
costs (VAROM) and any commodity related delivery charges (DELIV). R THZ
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Units:

Bounds:

may also appear in a user-defined constraint (MR_ADRATn if RAT HPL or
RAT_ACT), emission (MR_TENV if ENV_ACT), and tax/subsidy
(MR_TXSUB if TSUB_TCH) constraints if the associated data is provided.

Most often PJ, but may be any other unit defined by the analyst for activity of
conversion technologies. Consistent units must be used for the variable cost
(VAROM) and bound (BOUND(BD)O) parameters related to the technology.

The annual output of a conversion plant may be bounded (BOUND(BD)O),
resulting in constraint (MR _BNDCON) to sum the seasonal activity variables.
Indirect limits may be imposed on the activity of power plants if bounds are
specified for capacity (BOUND(BD)), capacity growth rates (GROWTH), or
investment (IBOND(BD)).

2.4.15R_TOTobjz MARKAL Matrix, Column s

Description:

Purpose and

For multi-region models the MARKAL global TOTal OBJective function
variable corresponding to the sum of all regional discounted costs over all the
time periods.

The variable represents the global objective function to be minimized
(MR_OBJ).

Occurrence: For multi-region models only.

Units: Million 2000 USS$, or any other unit in which costs are tracked.

Bounds: None

2.4.16 R_TSEP(r,t,s) MARKAL Matrix, Column t
Description:  The level of activity in a Time period of each resource supply or export option

Purpose and

Occurrence:

(srcencp = src,ent,p = sep). The variable represents the total annual amount of the
main energy carrier or material produced, imported, or for exports consumed, by
the resource option.

The flow variable tracks the level of activity associated with each resource
supply and
export option.

This variable is generated for each resource supply/export option in all time
periods beginning from the period that the option is first available (START). The
variable appears in the commodity balance equations (MR_BAL, MR BALE), as
well as contributing to the base load and peaking requirements (MR_BAS,
MR_EPK) if involving electricity (elc). For multi-region models, if the source is
an import or export (src = ‘IMP’/*EXP”) and the commodity is involved in bi-
lateral trade (BI_ TRD(ENT/MAT)) then it also appears in the exchange balance
constraints (MR_BITRD). If electricity is traded according to season/time-of-day,
then the variable balances against the total over all such time-slices (R_TSEPE)
by means of an annual total constraint (MR_REGELC). Since R_TSEP
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Units:

Bounds:

represents the overall activity of the supply option, it appears in the objective
function (MR_PRICE) to account for the cost of the resource (COST). R_TSEP
may also appear in a user-defined constraint (MR _ADRATn if RAT SEP),
emission (MR_TENYV if ENV_SEP) and tax/subsidy (MR_TXSUB if
TSUB_SEP) constraints if the associated data is provided.

Most often PJ, but may be any other unit defined by the analyst for activity of
resource options. Consistent units must be used for the cost (COST) and bound
(BOUND(BD)r) parameters related to the resource option.

The resource supply option may be directly bounded by specifying an annual
activity bound (BOUND(BD)r). It may also be limited by bounds specified on
growth rates (GROWTHTr) between periods, as well as cumulative limits (CUM)
imposed on the resource over the entire time horizon.

2.4.17 R_TSEPE(r,t,s,w) MARKAL Matrix, Column u

Description:

Purpose and

Occurrence:

Units:

Bounds:

The amount of electricity exchanged (Bl TRDELC, src = ‘IMP’/*EXP’, elc, p =
sep) in a Time period between two regions in each time-slice w (where w =

td(z,y)).

The flow variable tracks the level of activity associated with each bi-lateral
exchange of
electricity in a time-slice.

R_TSEPE is available only in multi-region models. This variable is generated for
each bi-laterally traded electricity exchange in all time periods beginning from
the period that the option is first available (START) for each time-slice for which
such exchanges are permitted (Bl TRDELC). Since the traded electricity is
tracked according to season/time-of-day, it must be balanced against the total
annual production (R_TSEP), which is then used to link up with the rest of the
model, by means of an annual constraint (MR _REGELC). But as the variable
represents the amount of electricity in each time-slice, it appears directly in the
appropriate electric balance (MR _BALE), peak (MR_EPK) and base load
(MR_BAS) constraints rather than the annual resource variable.

Most often PJ, but may be any other unit defined by the analyst for activity of
resource options.

Only the annual exchange variables (T SEP) may be limited by means of a direct
bound on the level (BOUND(BD)r), as well as by bounds specified on growth
rates (GROWTHTr) between periods, or cumulative limits (CUM) imposed on the
exchange over the entire time horizon.

2.4.18 R_TXSUB(r,t,txs) MARKAL Matrix, Column v

Description:

The total level of a tax/subsidy imposed on the energy system.
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Purpose and

Occurrence:

Units:

Bounds:

The tax/subsidy variable accumulates the revenue (a tax is positive) or
expenditure (a
subsidy is negative) associated with a user-named tax/subsidy.

This variable is generated for each tax/subsidy (txs) for which a cost
(TSUB_COST) is provided by the user. The commodities (TSUB_ENT) and
resources (TSUB_SEP) and technologies (TSUB_TCH) that are involved with
this tax/subsidy must be elaborated. Then according to the
TSUB_SEP/TSUB_TCH value and the activity of the individual resources and
technologies the total tax/subsidy is determined.

Million 2000 USS$ or whatever monetary unit is used in the model.

The total tax/subsidy level may be limited by the TSUB BND parameter if
desired.

2.419R_ZSTK(r,e,c) MARKAL Matrix, Column w

Description:

Purpose and
Occurrence:

Units:

Bounds:

The total amount of stockpiled material, if any, at the end of the modeling
horizon.

This variable accumulates the net remaining energy/material in stockpiles and
credits their value back to the objective function.

The variable appears in the commodity balance equations (MR_BAL) and the
objective function (MR _PRICE) when a price (COST) is associated with the
stockpiled (src = ‘STK’) material.

Most often PJ, but may be any other unit defined by the analyst for activity of
resource options.

A resource limit (BOUND(BD)Or) may be applied to the stockpiled material in
any period.

2.5 Equations (constraints and objective function)

The equations (constraints, accounting equations, and objective function) of a MARKAL
model correspond to the rows of the LP matrix. Each equation is indexed by region, for
multi-region models, and the appropriate set of other indexes necessary to fully and
uniquely identify the model component. In this document, the word equation is not used
in the strict mathematical sense of equality between two mathematical expressions.
Rather, it is used (rather loosely) to encompass equations, inequalities, or even free
expressions, as described below.

MARKAL equations fall into two distinct categories:
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- Binding equations are the constraints of the Linear Program. Each such constraint
expresses a logical condition that any solution of the MARKAL Linear Program must
satisfy. The condition is expressed as a mathematical relation of the form:

LHS % RHS

Where:

LHS is a linear expression involving the MARKAL variables and attributes

# is one of the three relational signs: =, >, or <

RHS is an expression involving only constants and attributes (may be 0 in several cases).

- Non Binding equations are free expressions that are used for reporting a useful quantity
(accounting equations). These “equations” have no relational sign and no right-hand-side.

As discussed in section 1.5, the objective of MARKAL is to minimize the discounted
total system cost for all regions together, obtained by adding the discounted periods’ total
annual cost (comprising: annual costs, annualized investment costs, and a cost
representing the welfare loss incurred when demands for energy services are reduced due
to their price elasticity). This objective is equivalent to maximizing the total surplus
(consumers’ plus producers’ surpluses).

The equations of the model”" are listed alphabetically in Table 2-14, with a sequence
number in the first column. Column 2 of the Table indicates the equation name and the
associated indexes, elaborated in Table 2-12, needed to define the unique instances of the
equation. The third column describes the equation, with particular emphasis on
conditions that control the creation or not of that equation. The modeler is referred to
Appendix A’s MARKAL Matrix’?, that presents a global view of all the equations
involved in the model, which variables are involved in each equation, and what
parameters (and sets) determine the actual coefficient of each potential equation/variable
intersection. The rows (equations) are ordered alphabetically in this spreadsheet as well
as in the Table presented here and the detail specification sheets for each equation that
follow. Thus by simply looking across the associated row of the MARKAL Matrix one
can quickly see all the variables and parameters that might influence an intersection in the
matrix for each equation. However, the parameters listed in the MARKAL Matrix are
those that are actually used in the code when creating the coefficient, and thus may not
correspond directly to user input data. Every set and parameter appearing on the
MARKAL Matrix is explained in the Sets and Parameters section 2.2, Table 2-10 of this
chapter. From that Table the user can dig deeper into the details to gain a full
understanding of the matrix coefficients, including the input parameter(s) they are
dependent upon, if desired.

' The non-binding accounting equations, that are for the most part used for some report table entries, are
not discussed in this document.

> Appendix A’s MARKAL Matrix is provided both as a text Table for those who have a magnifying glass
handy and as an inserted Excel file for the rest of us.
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Table 2-14. Model constraints’>”*

EQR| Constraints™ Constraint Description GAMS Ref
ef (Indexes)

1 |MR _ADRAT The specialized, user-defined constraints that link variables of  MMEQARAT
1/2/3/4 the model together for some special purpose (e.g., set market
(r,t,a) shares for a group of technologies). [Note: the cross-region
user-defined constraint MR_XARATn (n=1/2/3/4) is
presented with this constraint in the math section.]

2 |MR_ANNCOST |Annual total system cost for each region. MMEQANC
(r.t)

3 |MR_ARM Annual reservoir management for hydro plants. [p = hde] MMEQARM
(r,t,p)

4 |MR BAL The balance equation(s) that ensures that the production of |MMEQBAL
G/E/S each commodity equals or exceeds the total consumption of
(r,t,e) that commodity. When the commodity is an energy carrier

(enc), then the MR_BAL_G (>) constraint permitting
production to exceed consumption is applied, or MR_BAL S
which introduces a slack variable for a soft equality constraint
(=), where the slack variable enters the OBJ with a user-
specified penalty. When the commodity is a material (mat),
then the MR _BAL E hard equality constraint (=) applies that
forces production to match consumption. [e = enc/mat]

5 |[MR_BALDH The balance equation that ensures that the total amount of MMEQBALH
(r,t,e,z) low-temperature heat produced in each season meets or
exceeds that demanded in that season. [e = Ith]

6 |MR BALE1/2 |The balance equation that ensures that the total amount of MMEQBALE
(r,t,e,w) electricity produced in each time-slice (season/time-of-day)
meets or exceeds that demanded in that time-slice. Equation 1
is for daytime constraints (w =z, ‘D’) and equation 2 is for
night-time constraints (w =z, ‘N’). [e = el¢]

7 |MR_BAS Ensures that a power plant designated as base load (bas), MMEQBAS
(r,t,e,z) thereby operating at the same level in the day and night, does
not exceed a percentage of the highest night-time electricity
demand (according to BASELOAD). [e = ¢lc]

8 [MR_BITRD Matches up the bi-lateral trade of a commodity between two |MMEQUA.
(r,e,r,te,c) regions. Note that the name of the commodity may be REG
different between the two regions, if desired, but the same
supply step (¢) must be used.

7 The EQ Ref is the sequence number according to the equation’s alphabetic ordering in this chapter. Each
equation is also listed in the corresponding order in the MARKAL Matrix spreadsheet presented in
Appendix A.

™ The GAMS Ref column identifies the main routines in which the equations are constructed. A series of
core pre-processor routines (MMSETS (prepare control sets), MMFILL (perform interpolation),
FRACLIFE (calculate fractional period lifetimes), MMCOEF (derive the matrix coefficients)), along with
some minor associated subroutines, prepare the input data for direct use in the actual equation specification
routines listed here. [Note that all core code has an extension of .INC unless noted otherwise (e.g., multi-
region specific code has .REG extension, SAGE time-stepped specific code has .MTS extension (or .MKT
for the market share algorithm).]

MR _ is replaced by EQ _and the region indexes are dropped when running single region models.
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EQR| Constraints” Constraint Description GAMS Ref
ef (Indexes)
9 MR _BITRDE |Matches up the bi-lateral trade of electricity between two MMEQUA.
(r,e,r,te.c,w) regions during a particular time-slice. Note that the name of |REG
the commodity may be different between the two regions, if
desired, but the same supply step (c) must be used. [e = elc]
10 (MR BNDCON [Bound on the (total) annual output from a conversion MMEQBCON
1/2/3 (r,t,p) technology [BOUND(BD)O], that is the sum over all time-
slices. The 1/2/3 indicator correspond to the sense of the
equation = LO/FX/UP. [p = con]
11 [MR _CPT1/2/3 |The capacity transfer constraint that ensures that the total MMEQCPT
(r,t,p) capacity (R_CAP) in a period correctly reflects the remaining
residual capacity from before the modeling horizon (RESID),
plus all investments (R_INV) made in the current and earlier
periods whose LIFE has not yet expired. The 1/2/3
corresponds to p = dmd/con/prc respectively, where for dmd
the constraint is an inequality (>, allowing for excess capacity
for end-use demand devices), while for all other technologies
the constraint is normally’® an equality.
12 (MR _CUM Limit on the total production of a commodity from a resource [MMEQCUM
(r,8) activity over the entire modeling horizon (CUM).
13 [MR_DESEP The limit imposed on the rate at which a resource supply MMEQDES
(r,t,8) option can decrease between periods (DECAYT).
14 MR DETCH The limit imposed on the rate at which total installed capacity |IMMEQDET
(r,t,p) can decrease between periods (DECAY).
15 MR DEM The demand constraint that ensures that demands for useful |MMEQDEM
(r,t,d) energy services (DEMAND) are satisfied.
16 MR _ENV The total cumulative emissions over the entire modeling MMEQENV
(r,v) horizon. Built by summing the period emissions variables
(R_EM * NYRSPER). May be limited (ENV CUM).
17 [MR_EPK The electricity peaking constraint ensures that there is enough [MMEQEPK
(r,t,e,z) capacity in place to meet the highest average electricity
demand during the day of any season + estimated level above
that for the actual peak (moment of highest electric demand) +
a reserve margin of excess capacity (ERESERYV includes
both), to ensure that if some plants are unavailable, the
demand for electricity can still be met. [e = elc]
18 [MR_GEMLIM [Global (or multi-region) limit on emissions. MMEQUA.
(v) REG
19 IMR_GEMLIMT (Global (or multi-region) limit on emissions in a period. MMEQUA.
(t,v) REG
20 |[MR_GRSEP The limit imposed on the rate at which a resource supply MMEQGRS
(r,t,8) option can expand between periods (GROWTHTr).
21 [MR_GRTCH The limit imposed on the rate at which total installed capacity |MMEQGRT
(r,t,p) can expand between periods (GROWTH).

" When $SET CPTEL ‘L’ is specified the sense of the MR_CPT constraint for processes (prc) or
conversion plants (con) is changed to an equality. This is necessary when RESIDs are specified for
externally load managed processes (xIm) or conversion plants (con) in order for proper calculation of the
marginals.

213




EQR| Constraints” Constraint Description GAMS Ref
ef (Indexes)
22 [IMR_GTRD The balance between all the producers and consumers of the |MMEQUA.
(t,2) globally traded commodities. REG
23 |MR_HPKW The low-temperature heat peaking constraint that ensures that |MMEQHPK
(r,t,e,z) there is enough capacity in place to meet the highest average
seasonal heating demand plus estimated level above that for
the actual peak (moment of highest heat demand) + a reserve
margin of excess capacity (HRESERYV includes both) to
ensure that if some plants are unavailable, the demand for heat
can still be met. [e = Ith]
24 |MR_LIM For flexible output “mixing” processes (LIMIT) the constraint MMEQLIM
(r,t,p,e) that controls the levels of the individual outputs (R_LOUT,
where OUT(ENC)p is maximum) from such processes. [p =
pre]
25 |MR_OBJ The MARKAL total discounted system cost objective MMEQUA.
function (perfect foresight mode), for multi-region runs REG
(otherwise EQ PRICE (= discounted MR _PRICE) serves as
the overall objective function).
26 |MR_PBL For flexible output “mixing” processes (LIMIT) the constraint MMEQPBL
(r,t,p) that ensures that the sum of all the outputs (R_LOUT) are in
line with the overall efficiency (LIMIT) of such processes. [p
= pre]
27 |MR_PRICE The MARKAL objective function for each region. [In SAGE |MMEQPRIC
(r) an accounting equation tracks the total discounted system cost
for reporting purposes. ]
28 MR _REGELC |Balance equation tying the time-sliced electricity trade MMEQUA.
(r,t,8) variables (R_TSEPE) to the regular annual electricity variable |REG
(R _TSEP). [s = “IMP/EXP¢elcp]
29 |MR_SRM Seasonal reservoir management for hydro plants (p = hde). MMEQSRM
(r,t,p,z)
30 MR TENV The total amount of emissions generated in each period from |MMEQTENV
(r,t,v) all sources (resources and technologies) of a given emission
indicator.
31 MR _TEZY The constraint that ensures that the season/time-of-day MMEQTEZY
(r,t,p,w) activity of a power plant (R_TEZY), that is the amount of
electricity generated, is in line with the total installed capacity
(R_CAP) according to the availability of the technology
(AF/AF(Z)(Y) or CF/CF(Z)(Y)), taking into consideration any
scheduled maintenance (R_M). [p = ela]
32 MR THZ The constraint that ensures that the seasonal activity of a MMEQHZ
(r,t,p,2) heating plant (R_THZ), that is the amount of heat generated,

is in line with the total installed capacity (R_CAP) according
to the availability of the technology (AF/AF(Z)(Y) or
CF/CF(Z)(Y)), taking into consideration any scheduled
maintenance (R M). [p = hpl]
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EQR| Constraints” Constraint Description GAMS Ref
ef (Indexes)
33 MR TXSUB The charging or crediting of a tax/subsidy (TSUB COST) for MMEQTAXS
(r,t,txsub) commodities (TSUB_ENT) consumed/produced by
technologies (TSUB_TCH). The total tax/subsidy is
subtracted from the total system costs in the reports, and
reported separately.
34 IMR_UTLCON [The adjustment to the availability of a power plant to account |MMEQUCON
(r,t,p) for the fact that some portion of outage is due to scheduled
maintenance. Normally the model will schedule all
unavailability, but if the user specifies that some fraction of
annual unavailability is scheduled (AF_TID # 1) then this
constraint is generated to adjust the amount of unavailability
that the model is free to schedule. [p = con]
35 [MR _UTLPRC [The constraint that ensures that the annual activity of a MMEQUPRC
(r,t,p) conventional process (R_ACT) is in line with the total
installed capacity (R_CAP) according to the availability of the
technology (AF/CF). [p = prc]
not infMR_XARAT The cross-region user-defined constraints that link variables off MMEQARAT.
XLS [1/2/3/4 the model together for some special purpose (e.g., set market |[REG
(t,a) shares for a group of technologies). Only for multi-region

models. [Note: the cross-region user-defined constraint is
presented with the standard user-defined constraint
(MR _ADRAT1/2/3/4) in the math section and the matrix, as

essentially identical other than omitting the region index.]

In elaborating the details of the construction of the individual equations of the model,
standard mathematical terminology and expressions are employed, as summarized in
Table 2-15 below. As noted in the Table, there are two extensions to standard notation, a
dollar sign (9$), is lifted from the GAMS language, and a ‘/°.

Table 2-15. Mathematical symbols used for equation specification

Symbol

Description

C

A set is a subset of another set.

An element is a member of a set.

An element is not a member of a set.

The “anding” or intersection of two sets, where an element must exist in both sets.

The “oring” or union of two sets, where an element must exist in one of the listed sets.

Summation over a set or series of sets.

IAIMIC D IR [m

Less than or equal to condition.

Equal to condition.

Greater than or equal to condition.

> (VI

The “anding” or intersection of two or more logical expressions, where all expression
must be true.

<

The “oring” or union of two or more logical expressions, where at least one
expression must be true.
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Symbol Description
v A “such that” (or “for all”’) condition that explains under what circumstances an
equation is generated.
$ Indicates that a condition controls whether or not a particular calculation is
performed.”’
/ A shortcut employed to reduce the need to repeat identical specification of equations,
for example for energy and material (e.g., ent/mat).

Before turning to the individual equations a general example is presented here to explain
the syntax employed when specifying the details of the actual equations.

Equation specification header indicating the equation sequence number, the equation name (with the
multi-region prefix (MR ), the indexes enumerating the specific instances of the equation (e.g., r =
region, t = time period, e = energy or material). Then any overall conditions controlling the
generation of the equation are specified.

EQ#: MR _ < egname >, Ve €< conditional criteria >

Multiplier applied to a part of the matrix intersections. The same XX parameter is named
XXENT if it relates to energy and XXMAT if it relates to material. Note that all indexes
must either appear on the equation declaration or in a 2. expression (as shown in the next
part of the example) indicating that said index is to be looped over for each qualifying
element either summing or creating unique instances of the associated variable(s).

XX(ENT/MAT) ., *

r.e,t

Matrix intersection constructed by summing over some index(es) p (e.g., processes),
according to a certain criterion that <parname> exists for the current indexes, applying
coefficient parameters to a variable (whose name always has a R_ prefix) for each index
of the looping set x, depending upon additional criteria.

7 For example, 1$(den) + TE(ent)$(cen) would indicate that the transmission efficiency is 1 for
decentralized (dcn) plants and the user provided overall commodity efficiency (TE(ent)) if centralized
(cen).
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*R <vnamel> t )$<cond1> +

v

*R_<vname2>t S<cond?2>

2%

(<pnamel>r et

2

pe<set>Y (<pname2>

< pname>

r,p,e,t
r)pﬂe7t

| p#'<literal >'

Rest of the intersections in the left-hand-side of the equation.

Relational operator that indicates the sense of the equation, which may vary depending
upon the nature of the equation (e.g., energy balance is > while material balance is =).

<5=52

Right-hand-side of the equation; usually 0 otherwise an expression involving constants
and parameters (e.g., RESID, SEP CUM).

RHS;

The rest of this section provides a detailed description of each of the equations of
MARKAL’®. On the equation sub-header record the equation name and index is given,
along with a reference to the associated row in the MARKAL Matrix. For each equation
the following information is provided on “fact” sheets:

Description: A short description of the nature of the equation.

Purpose and A brief explanation of what the equation is for and why it is needed, and a
Occurrence: general description of the data circumstances and model rules that control
the instances of the constraint, or not, and the variables in the constraint.

Units: The units associated with the constraint.

Type: The sense of the equation (<, =, >).

7 Note that the inclusion of any technology in an equation is conditional upon its initial availability in a
period, and when running SAGE the generation of all constraints is conditional upon which period is
currently being solved. These conditions are true across the board, but are NOT reflected in the detailed
equations presented in this section.
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Interpretation of the results:

Primal: Guidelines of how to interpret the primal results, or the slack.
Dual: Guidelines of how to interpret the dual results, or the shadow price.
Remarks: Some useful comments, hints or suggestions.

GAMS Routine: The GAMS source code module where the final equation code can be found.

For each equation the “fact” sheet is followed by the mathematical specification of the
equation. To the fullest extent possible these detailed equation descriptions indicate the
user input parameters that the matrix intersection depends upon. However, at certain
times intermediate parameters are employed. The nature of the parameters can be
discerned by the position of the period index (t). User input is provided by means of
spreadsheet Tables where the periods run along the columns, and thus time is the last
index for these parameters. However internal parameters take advantage of special
preprocessor Sets that map the allowed period and technology combinations (e.g.,
tptch(t,p)), dependent upon when the technology first becomes available (START), in the
left-most position of the parameter. Thus internal parameters have time as the 2™ index,
right after the region. Note that the MARKAL Matrix depicting the model structure
presents the parameters used in the code when the coefficients are created, and thus does
not correspond directly to what appears in the mathematical descriptions presented here.

2.5.1 MR_ADRATN(r,t,a)/MR_XARATN(t,a)MARKAL Matrix, Row 6

Description: These specialized constraints impose user-defined relationships among the
variables of the model, within and across regions respectively (e.g., set market
shares for a collective group of technologies). The n= ‘1/2/3/4’ in the equation
listing does not indicate that only 4 such constraints are allowed, but rather the
type of the equation (see below). Indeed, in a large model, there may be
hundreds of such user-defined constraints.

Purpose and The user-defined constraints are unique in that their structure is completely
defined

Occurrence: by the modeler. A user-defined constraint may be composed of arbitrary linear
expressions involving the variables associated with activity (R_TSEP, R_ACT,
R TEZY,R TCZYH, R HPL), capacity (R_CAP), or investment (R _INV). One
important restriction of a user-defined constraint is that it may only involve
variables with the same period index. In other words, constraints that tie variables
from different time periods are not allowed. The sense and right-hand-side of a
user-defined equation is specified by means of the RAT RHS parameter. For a
user-defined equation each parameter provided represents the coefficient to be
applied to the associated variables when constructing the equation. For example,
to equate the capacity of two technologies (e.g., scrubbers to be installed on an
existing power plant) one would provide a RAT RHS‘scrubbit’,t,'FX’ = 0, and
RAT CAP‘scrubbit’,t,’pl’ =1 and RAT _CAP‘scrubbit’,t,’p2’ =-1. The
resulting equation would be:
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Units:

Type:

MR ADRAT2( r,t,'scrubbit') ..
R CAP'scrubbit',t,'pl'- R CAP'scrubbit',t,'p2' =0

This equation is generated in all time periods for which a right-hand-side is
provided (RAT_RHS/XARATRHS), along with at least one variable coefficient
(RAT_ACT, RAT _CAP, etc.). The cross-region constraint takes the identical
form as the standard, single-region constraint, but since it only applies to multi-
region models it results in lumping together the R_xxx variables from different
regions. Each region involved needs to name the constraint locally and provide
the appropriate data.

The units of the user-defined constraints should be compatible with those of the
variables composing the constraint. It is the responsibility of the user to ensure
that consistent units are employed for each user-defined constraint.

Binding, usually. The type of the equation is under user control according to the
sense (b = ‘LO’, ‘FIX’, ‘UP’, ‘NON’) entered when specifying the
RAT_RHS/XARATRHS parameter.

Interpretation of the results:

Primal:

Dual variable:

Remarks:

The level of a user-defined constraint represents the slack (difference between the
RHS and LHS) if a binding constraint, or the level if a non-binding equation is
specified.

As explained in section 3.4, the dual variable (DVR_ADRAT/DVR_XARAT) of
the user-defined constraint (shadow price) indicates the amount that the cost
objective function would change if the RHS of the constraint were increased by
one unit. A positive value indicates an increase in the optimal cost.

Note that in the description below the OR operator (V) is used to indicate that if
RAT ACT is provided it is assigned to the associated RAT TEZY, RAT TCZY,
RAT_HPL parameter by the preprocessor.”

GAMS Routine: MMEQARAT.INC/MMEQARAT.REG

MATHEMATICAL DESCRIPTION

EQ#1: MR _ ADRATn,, VRAT _RHS

r,a,b,t

where n=1/2/3/4 corresponding to equation type (b= ‘LO’ >, ‘FX’ =, ‘UP’

‘NON’ non-binding)

" In MARKAL, user-defined equations are always generated. In SAGE, the situation is more complicated,
as will be explained in section ??.
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All resource supply options for which the RAT SEP parameter is provided are included in
the associated user-defined constraint based upon their activity level.

[Z(RA T_SE}g’a,SJ*R_TSEJ;J,S)}

All technologies for which the RAT INV parameter is provided are included in the
associated user-defined constraint based upon the level of new investment in the
technology.

SIRAT INV., *R_INV,, ||+

r9a7p7t rﬂtﬂp
p

All technologies for which the RAT CAP parameter is provided are included in the
associated user-defined constraint based upon the total installed capacity of the
technology.

{Z(RAT_CAP *R_CAP )}L

r?“’p’t r5t7p
p

All technologies for which the RAT ACT parameter is provided are included in the
associated user-defined constraint based upon activity level of the technology. However, as
noted below there are quite a few different ways the parameter needs to be applied depending
on the nature of the technology. But basically what is done is to use the internal activity
parameter calculated for the technology that takes into consideration both the technical data
describing the relationship between capacity and activity (e.g., CAPUNIT, AF/CF), as well as
the nature of the technology (e.g., base load, externally load managed), and apply it to the
appropriate variable. Note that RAT ACT can be used in place of RAT TEZY / RAT TCZY
/ RAT_HPL time-slice input parameters for conversion plants (con).

All demand devices for which the RAT ACT parameter is provided are included in the
associated user-defined constraint based upon the activity derived according to the amount
of installed capacity, giving consideration to demand vintaging.

RAT _ACT,, , *CF . ,*CAPUNIT . ,*

R _CAP m,p${not(EFF 1, , VEFF _ Rr,p,,)}+
pedmd R_INVr’l’p$EFF _Ir’p,[-i-
R_RESIDV ., SEFF R, ,
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All conventional (non externally load managed) processes for which the RAT ACT
parameter is provided are included in the associated user-defined constraint based upon
the activity variable representing total output from the process.

> (Rar_acr,,, *R_acT,, )|+

peprc
DEXpY

r’a’p9t

All externally load managed processes for which the RAT ACT parameter is provided are
included in the associated user-defined constraint based upon the total output of all
commodities as derived from the level of installed capacity of the process.

RAT_ACT,, , *CAPUNIT, ,*CF,  *

(OUT(ENC/MA T)p, o R_CAP

r’aﬂp,t

2

pexpr| 2
e

+
P

All conventional electric generation plants for which the RAT TEZY parameter is
provided for some time-slice are included in the associated user-defined constraint based
upon the time-slice activity of the power plant. Note that if a particular time-slice is not
provided, or the plant may not operate for a time-slice (by no AF(Z)(Y) being provided),
then that variable is omitted. In addition, RAT ACT may be specified in place of

RAT TEZY if the same coefficient applies to all time-slices (as noted in the equation by
the use of the “or” operator (V) in the expression below; handled in the code by setting
each permitted RAT TEZY=RAT_ ACT in the preprocessor). [Special conditions apply to
base load and storage facilities, as well as peaking only devices: base load and storage
plants only have daytime variables (to force day=night generation for base load plants,
and night consumption of electricity to be a function of the daytime dispatch of the
storage plants) and peaking only devices are only permitted to operate during the day in
the Summer/Winter.1

(RAT_ACT VRAT TEZY ,a,p,W,t)*

r,a,p,t r

+
w, peela Z R_TEZY

r,t,p,w
pexlm

excepty='N'n(basUstg)
except((y="N'Az='I")n
PEAK (CON)_TID,, p)

All externally load managed electric generating plants for which the RAT ACT parameter
is provided are included in the associated user-defined constraint based upon the total
output of electricity over all permitted time-slices (according to the CF(Z)(Y) provided) as
derived from the level of installed capacity of the plant.
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RAT _ACT

. *CAPUNIT ,,,*CF | | *OHR(Z)(Y), *
w, pexim R N CAPr,t,p

r,a,p,t
+

The heat component from all coupled heat and power pass-out turbines for which the
RAT TCZY parameter is provided for some time-slice are included in the associated
user-defined constraint based upon the time-slice activity of the power plant. Note that if a
particular time-slice is not provided, or the plant may not operate for a time-slice (by no
AF(Z)(Y) being provided), then that variable is omitted. In addition, RAT_ACT may be
specified in place of RAT TEZY if the same coefficient applies to all time-slices (as
noted in the equation by the use of the “or”” operator (V) in the expression below; handled
in the code by setting each permitted RAT TEZY=RAT_ACT in the preprocessor).

o) *R_TCZYH Y

s (rar _acr,,  vrar _TCZY
pecpd ,w T
when ELM yp

All conventional heating generation plants for which the RAT HPL parameter is provided
for some season are included in the associated user-defined constraint based upon the
seasonal activity of the plant. Note that if a particular time-slice is not provided, or the
plant may not operate for a time-slice (by no AF(Z)(Y) being provided), then that variable
is omitted. In addition, RAT ACT may be specified in place of RAT HPL if the same
coefficient applies to all seasons (as noted in the equation by the use of the “or” operator
(Vv) in the expression below; handled in the code by setting each permitted

RAT HPL=RAT ACT in the preprocessor). [Special conditions apply to peaking only
devices, where only Winter operation is permitted. ]

» <(RAT_ACT VRAT HPL )*R_THZMP’Z>

,/'Da?pﬁt r5a5p925t

z,pehpl
except((z='SV'I")A
PEAK(CON)_TID

o)

The sense of the user-defined equation is determined by the RAT RHS parameter setting
such that the equation type is: ’LO’ 2, ‘FX’ =, ‘UP’ <, ‘NON’ non-binding.

{S;—'Z;non—binding}

0
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2.5.2 MR_ANNCOST(r,t) MARKAL Matrix, Row 7

Description:  This equation tracks the total annual cost of a region in each period. In
MARKAL it is a non-binding accounting equation strictly used for
reporting. The annualized cost is an important model result. **

Purpose and To accumulate the total annualized system cost for each region and time period.

Occurrence: The regional cost comprises: annual costs, annualized investment costs, and a
cost representing the loss incurred when demands for energy services are elastic.
As noted above, for SAGE and MACRO this value is a key component of the
final objective function. This equation is generated for each region in each time
period and includes all terms to which a cost is applied.

Units: Million 2000 USS$, or any other unit in which costs are tracked.

Type: Non-binding. The equation is constructed as an accounting equation tracking the
period total annual cost for each region.

Interpretation of the results:
Primal. Is equal to the total annual cost of a region in period t.

Dual variable: Not relevant for MARKAL as this is a non-bindng constraint.

GAMS Routine: MMEQANC.INC

MATHEMATICAL DESCRIPTION

EQ#2:MR _ ANNCOST,,

Annual cost of supplying domestic resources, plus any delivery costs associated
with ancillary commodities, according to the level of the resource activity.

80 Eor SAGE the same expression (named MR_MTSOBJ) is made binding by equating it to a variable
(R_MTSOBI(r)), which is used to form the global cost in each period corresponding to the objective
function (MR _OBJ). For MACRO the same constraint (named MR COSTNRG) is equated to the regional
energy cost variable (R_EC), which then enters the regional production function.
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COST 5.1+

INP(ENT)r, o o /% ) |
z Z bladh ) b +
setpsep e'cINP(ENT)r,. ¢ o DELIV (ENT)r . g o' 4
x#'IMPV'EXP'| R _TSEP .,
e¢(enu '\ B T -
ecv\Ulth)

Annual cost of imports and exports, plus any delivery costs associated with ancillary
commodities involved in the import/export process, according to the level of the resource
activity. Note that if the trade is expressed as bi-lateral trade then any resource supply cost
(COST) is ignored and only the transport/transaction cost applied. Also, if importing
electricity then transmission and distribution O&M costs are incurred.

(COST 5 ¢Snot BI _TRDENT +
SIGN x

_|_
BI _TRDCST,.  ,SBI _TRDENT

ecelcn
(ETRANOM y ¢ 1+ EDISTOM y ¢ )% +o)F

> x='IMP' +
SE€lpsep INP(ENT)r,. ¢ o /*
x='IMPV'EXP' > e
S e'CINP(ENT)rr,s,e‘,t DELIV(ENT)I”’,’S’e"t

ecvvith) R_TSEP,,J,S

Annual cost of imports and exports of electricity by time slice, according to the
level of activity. Any bi-lateral, time-sliced transport/transaction cost is applied
here, and any other delivery or transmission and distribution costs are captured in
the above expression.

> (S]GNX*B[ _TRDCSTE r,s,w*R _TSEPE r,t,s,w) +

SCipsep,w
ecelc
| BI _TRDELC
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Transaction cost associated with a globally traded commodity in the current
region.

+

) (R_GTRD *TRD_COST,., t)

ecentvenvvmat
x="IMP\/'EXP'
G TRADE e
t2TRD FROM

r.t.e,x

Stockpile credit in the final period.

T+

> (—COST_ TID, J*R _ TSEP,,,ﬂaSt,S)

sc'STK'

_tp S€Pilast,s

Fixed operating and maintenance costs for conventional (non externally load managed)
process and conversion technologies as a function of the total installed capacity. [For
externally load managed technologies the FIXOM is included when determining the total
operating costs (below).]

+

(e Ipprc NEXpr )v
[(etpcon /\eExlm)
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Variable operating and maintenance costs, plus any delivery costs associated with the
consumption of commodities, for conventional (non externally load managed) processes
as a function of the total process activity.

VAROM y p,t+
5 > (INP(ENT)p,,’p,e,t*DELIV(ENT)rr,p’e’t) *
PEprc ecINP(ENT)p,, » D>t )
| PEXPY R_ACTr,t,p i

Variable operating and maintenance costs, plus any delivery costs associated with the
consumption of commodities, for conventional (non externally load managed) electric
power plants as a function of the time-sliced generating activity. The transmission and
distribution O&M costs are added on top of the plant operating costs. [Special conditions
apply to base load and storage facilities, as well as peaking only devices: base load and
storage plants only have daytime variables (to force day=night generation for base load
plants, and night consumption of electricity to be a function of the daytime dispatch of the
storage plants) and peaking only devices are only permitted to operate during the day in
the Summer/Winter. ]

2 (INP(ENT)cr, pet PELIVENT),. p,e,;}#
ec INP(ENT)c, pet
3 VAROM, , .+ S  ELCOM
!
petpela, pgxim,w P ceolc r.p.et
except pe(basUstg) R_TEZY,, pow
(z=N)

except(z='I'vy='N")A

PEAK(CON) _TID, ,

Variable operating and maintenance costs, plus any delivery costs associated with the
consumption of commodities, for conventional (non externally load managed) heating
plants as a function of the seasonal generating activity. The transmission O&M costs are
added on top of the plant operating costs. [Special conditions apply to peaking only
devices, where only Winter operation is permitted. ]
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ec INP(ENT)c

r,p,e,t
> VAROM,,’p,tJr Y. DTRANOM r,e,t
petphpl, pexim,z eclth
except (z='I'V'S")A R—THZr,t,p,z

PEAK(CON)_TID,

5 ( Ny, e DELIV(ENT),. el

Variable operating and maintenance costs, plus any delivery costs associated with the
consumption of commodities, for coupled heat and power pass-out turbines as a function
of the time-sliced generating activity. The transmission and distribution O&M costs for
both electricity and heat are added on top of the plant operating costs. [Special conditions
apply to base load plants that have only daytime variables (to force day=night generation

for base load plants.]

2

2 +(-ELM . ,

pEtpepd ,w

PEELM y p ¢t (CEH(Z)(Y)r’p’W’z/ELMr,p,t) * R_TCZYH

except(y='N'A

ecbas)

ec INP(ENT)c

( INP(ENT)c,

r,p.e,t
)*ELCOM

r,p.e,

9p) 2

eclth

r,t,p,w

o/ *DELIV(ENT)

r,p,e,t)‘*

¢ + ¥ DTRANOMy e s+ VAROM

r,p,t

Fixed and variable operating and maintenance costs, plus any delivery costs associated
with the consumption of commodities, for demand devices as a function of the total
installed capacity, and the operation (dictated by CF) thereof.

FIXOM y p 1+ (capunir r,p*CFr, p,t) *

5 MA(ENT ). p ot/ EFF r,p,t* N
ec MA(ENT), , , \ PELIVENT), p e s *
z VAROM r,p,t +
petpdmd P ( )}
R_CAP, , ,Syot\EFF _I, , VEFF _R, , it
R_INV,, ,SEFF _I, , +
R_RESIDV .., ,SEFF _R,.
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Fixed and variable operating and maintenance costs, plus any delivery costs associated
with the consumption of commodities, for externally load managed processes as a
function of the total installed capacity, and the operation (dictated by CF) thereof.

FIXOM . p,t+(CAPUN1Tr, p*CFy, p,t)*

2 (]NP(ENT)pr,p,e,t*DELIV(ENT)”,PaeJ)'F *
5 ecINP(ENT)p,. ,, o4
peippre| \| VAROM .,
PEXpr
R_CAP,, ,

Fixed and variable operating and maintenance costs, plus any delivery costs associated
with the consumption of commodities, for externally load managed power plants as a
function of the total installed capacity, and the operation (dictated by CF(Z)(Y)) thereof.

FIXOM . p,t+Z(CF(Z (X)), p’w,t*QHR,,,W)*CAPUNITr’ o
w

> (INP(ENT)cr’p’eJ* DELIV(ENT),. , ,. t%
> eC]NP(ENT)Cr,p,e,t X
petpcon
pexim VAROMr’p’t+ELCOMV»Paeat $p€ela+LTH0Mr,P,e,t $pehpl
R_CAP,, ,

Annualized investment costs associated with new investments still available in the current
period, where t’ is the vintage period in which the investment took place. The calculated
investment cost (COST INV) consists of the actual investment cost (INVCOST), as well
as electricity transmission and distribution system investment costs if appropriate (see
below), taking into consideration the capital recovery factor (CRF), as determined by the
lifetime (LIFE) and discount rate (DISCOUNT and DISCRATE if technology based), as
discussed below.

4
IS (COST _INV g

*R_INV}, ¢ p) +
p t'=t—LIFE r,p

P
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Annualized investment costs associated with residual capacity (that is capacity installed
prior to the first modeling period) still available in the current period. The calculated
investment cost (COST INV) consists of the actual investment cost (INVCOST), as well
as electricity transmission and distribution system investment costs if appropriate (see
below), taking into consideration the capital recovery factor (CRF), as determined by the
lifetime (LIFE) and discount rate (DISCOUNT and DISCRATE if technology based), as
discussed below.

) (COST_INVM.’ ; . p)

PERESIDy 1, p

%k
_p*R_RESID

| t'= first period

Emission taxes or other costs associated with the level of an emission indicator.

s(env_cosr *R_EMFM) -

v

r,v,t

Taxes and subsidies associated with particular commodities, and the consumption and/or
production thereof.

) (TSUB _COST,. ,, *R _ TXSUBr’t’m) .

xs

r,v,t

The costs associated with growth or reduction in demand as a function of the elastic
demand own price elasticity and variation as represented by a step curve.
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R_ELASTy.1,d,pu* MED-BPRICE , *

dt
{H }
ek
MED-STEP(BD),. 7 pys| | ~ (MED—VARr,d,b,t/MED—STEPr’d’bJ*(u—.S)) Sh=UP'+
2 (I/MED—ELASTr,d,b,t)
b,du=1

1—-

skek
{(MED—VARr,d,b,t/MED—STEPr,d,b,t*(”_-5))} Sb="LO"
(I/MED—ELASTr’d,bJ)

If the balance equation is to be formulated as a slack equality constraint, where the slack
cost is provided (SLKCOST), then include the slack variable.

SKLCOST r,e,t*

> +
e€SLKCOST 1 e,/ (R _ SKLENC r,t,e+z R SLKLTH r,e,t,z}
z

{non—binding} 81

Where SIGN = -1 for x="EXP’; otherwise 1
ELCOM = if (e € elc A p € ela ) then
EDISTOM .+
(ETRANOM retd(pc cen)J ;
08 (p e stg )
LTHOM —if [e elthape (p ecpd A cen)] and p is a

back-
pressure turbine ( REH ) then

DTRANOMy ¢ ¢ /REHr,p ; 0 otherwise
ELCINV =if (e € elc A p € ela ) then

! For SAGE and MACRO the constraint is binding {=}.
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EDISTINV y ¢ t$(p£s1g)+
ETRAN]NVr,e,t $(p - cen)

LTHINV —if € € Ith
it P € hplen DTRANINV ¢ 4

if p e(p ecpd/\cen)
if pEREH’/,p’t‘ then

(DTRANINVr,e,;/ REHY, p,l‘)

else

DTRANINV}/’e’t*
ELMr)p)t/CEH]/,p,W,t

otherwise

0

CRF = where x=1/(1+DISCOUNT or DISCRATE), and
then CRF={1-x}/{1-x"""}

FRACLIFE  =1if LIFE is a multiple of the number of years per
period (NYRSPER),

otherwise
(years in last period of LIFE/NYRSPER)

FRLIFE =1 if LIFE is a multiple of the number of years per
period (NYRSPER),

otherwise
1 if current period is not the last (fractional

period)
otherwise
CRF adjustment for the fraction of the

period

< INVCOSTy p +(ELCINV+L THINV)> *

COST INV =
FRACLIFEy, p*CRF y.¢, p* FRLIFEy, p
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2.5.3 MR_ARM(r,t,p) MARKAL Matrix, Row 8
Description: The Annual Reservoir Management constraint on hydro plants.

Purpose and To impose a limit on the annual activity from a hydroelectric plant based upon
available

Occurrence: capacity (of the reservoir). This equation is generated for all time periods for
which the maximum annual reservoir availability is specified (ARAF).

Units: PJ, or any other unit in which commodities are tracked.
Type: Binding. The equation is a less than or equal (<) constraint.

Interpretation of the results:

Primal: The level of total annual activity from a hydro plant for which reservoir limits
have been specified.

Dual variable: The dual variable (DVR _ARM) of the annual reservoir constraint (shadow price)
indicates the amount that the energy system would be willing to pay for one more
unit of annual activity from such hydro plants. A zero dual value implies that the
technology has not reached the limit imposed. The value is negative when the
primal equation is tight, and the system wants to use more of the technology in
the current period.

Remarks: Only for non-externally load managed plants.

GAMS Routine: MMEQARM.INC

MATHEMATICAL DESCRIPTION

EQ#3: MR ARM ., Vpehden ARAF. , A (not xlm, , )/\

r,t,p r,p,t

7p5w5t

not ) AF(Z.,Y),

The amount of the total annual (reservoir) capacity available.

~CAPUNIT, ,*ARAF, , *R_CAF, , , ] i

ont

The total electricity generated from hydro plants subject to annual reservoir availability.
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> (R B TEZY,,,t,p’W)
w
<
0
254 MR_BAL_G/E/S(r,t,e) MARKAL Matrix, Row 9

Description:

Purpose and

Occurrence:

Units:

Type:

BALance equation for standard commodities (energy different from
electricity or low temperature heat, and materials), ensures that production
plus imports is in balance according to the demand for the commodity.

The balance equation ensures the conservation of an energy or material in a
region’s

energy system. The equation is generated for each energy carrier, other than
renewable energy carriers (ern) for which no resource supply option (src =
‘RNW”’) is provided, for example wind and solar, and for each material of the
underlying Reference Energy System. It sums all sources of the commodity
including production from resource options, processes and other technologies,
along with imports, and ensures that this total is sufficient to cover the total
amount consumed by all technologies and exports. In addition there may be
movements into (accumulation) or out of (depletion) stockpiles (src = ‘STK”).
For energy carriers slack is permitted, as it may be the case that as a result of
some rigid processes one particular commodity forces another commodity to be
over produced at levels above the total amount actually needed. However, the
analyst should carefully investigate any slack on the balance equations as any
energy carrier for which there is slack on the balance equation will have a 0
shadow price. For materials a strict equality constraint is imposed, therefore no
excess production is allowed. This equation is generated in all time periods
during which some resource option or technology produces or consumes the
commodity. Note that standard energy carriers do not include electricity and low-
temperature heat, which are handled in separate equations that reflect the time-
sliced nature of these commodities.

PJ, or Bvkm, or any other unit in which the commodity is tracked.

Binding. The equation is a greater than or equal (>) if the commodity is an energy
carrier (enc), or an equality (=) if the commodity is a material (mat).

Interpretation of the results:

Primal:

The level of the balance equation represents the slack or overproduction of an
energy carrier. In most cases there would be no slack as the energy system should
incur a cost for an additional unit of production/consumption. However, owing to
the rigid nature of some processes that tie the fraction of one energy carrier to
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those of others, if one energy carrier in such a group is needed at a high level,
that may result in an excess of the associated energy carriers. Under normal
circumstances the user should look to redress this situation by employing more
flexible output processes (e.g., LIMIT), or parallel input processes that would
allow the model to optimize the commodity mix (within limits the user imposes).
For materials the level of the equation is always zero, since the balance constraint
is an equality.

Dual variable: For energy carriers, the dual variable (DVR_BAL) of the balance constraint
(shadow price) indicates the amount that the energy system pays for each unit of
the commodity consumed, and accrues for each unit produced. A zero dual value
implies that the supply of the commodity exceeds its consumption. For materials,
the dual value may be positive, negative or 0.

Remarks: For renewable energy carriers for which no resource supply option is provided
(src = ‘RNW’) a non-binding accounting equation is generated that tracks the
total consumption of such energy carriers. In this case the level of this row is
assumed to be the fossil equivalent (feq) of the consumed renewable, but no
active constraint is imposed.

GAMS Routine: MMEQBAL.INC

MATHEMATICAL DESCRIPTION

EQ#4:MR_BAL_k,, Ve e (encvmat)

where k = G (=) for standard energy carriers, k = S (=) when a slack
variable is introduced, and k = E (=) for materials.

PRODUCTION - commodities entering the system from Resource Supply
options and produced by Technologies as main outputs or by-products.

System-wide commodity transmission efficiency applied to the total production, reflecting
overall loss and forcing higher production levels.

TE(ENT | MAT), . * <

r,e,t

Production of the current commodity from resource supply options, other than EXPorts,
identified by means of the OUT(ENT)r indicator parameter.
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2 R_TSEP,,  |T
sYOUT(ENT)r ”

| s+ EXP'

r,s,et

Import of a globally traded commodity.

ecg trade N
Ia—c;TRl)rte'lMP'$
e t>TRD _ FROM

Production of the current commodity from conventional (non-externally load managed
and non-LIMIT) processes that deliver the current commodity according to fixed output

shares.
|

D (ouT(ENC) pr’p’e’t*R_ACTmp) n

peprc
_péCfprvL[M]T},’p’t) J

Production of the current commodity from flexible output processes (identified by means
of the LIMIT parameter) that deliver the current commodity according to the level
determined by the model. [The level of the R LOUT variable for each commodity
produced from a flexible process is controlled by the MR _PBL and MR _LIM equations.]

2 R_LOUT,, ,, |+
PEPT’C/\LIMIT;/,p,t el

Production of the current commodity from externally load managed processes, where the
activity of the process (and thus the amount of each commodity produced) is directly
determined from the level of installed capacity by means of a fixed capacity factor. [Note
that flexible (LIMIT) processes may not be designated as externally load managed.]

[ s (cr,,oun@ENC)p, , *capuniT,,) *R_CAPr,f,p}

DEXpr

Annual production of the current commodity as a fixed ratio by-product of conventional
(non-externally load managed) electric generation, summed over the season/time-of-day
activity of power plants. [Special conditions apply to base load and storage facilities, as
well as peaking only devices: base load and storage plants only have daytime variables (to
force day=night generation for base load plants, and night consumption of electricity to be
a function of the daytime dispatch of the storage plants) and peaking only devices are only

normitted to onerate diirinoe the dAav 1n the Siivmmer/\WWinter 1




r,t,p,w)

> lour(encye, ,, *R_TEZY

pe(ela,gxim),w

except y="N'Ape(bas Ustg)

except ((y='N"+z='I")A
PEAK (CON) _TID

)

Annual production of the current commodity as a by-product from externally load
managed power plants, where the activity of the plant (and thus the amount of each
commodity produced per unit of electricity or heat generated) is directly determined from
the level of installed capacity by means of a fixed capacity factor for each time-slice.

OUT (ENC)c, , . *CAPUNIT , ,*
Z ( * ) +
pesm| 2\ OHR(Z)Y), . *CF()Y) J*R_CAP,,

5

Annual production of the current commodity as a by-product of low-temperature heat
generation for conventional (non-externally load managed) facilities, summed over the
seasonal activity of conventional power plants. [Special conditions apply to peaking only
devices. where only Winter operation is permitted.]

> (OUT(ENC)c, . *R_THZ,, , )|+
pehplexpr,z

except ((z='SV'I")A

PEAK(CON) _TID

i r.p) i

Annual production of the current commodity as a by-product of low-temperature heat
generation from coupled production pass-out turbines (identified by means of the
CEH(Z)(Y) parameter for each time-slice), summed over the seasonal/time-of-day activity
of power plants. [Special conditions apply to base load plants, where only daytime
variables are generated in order to force equal day/night production.]
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> (oumeno, ,, *R_TCZYH,, , )|+

rt,p,w
pecpd,w

whenCEH(Z)(Y),. ot

| except(y='N'Apebas)

Production of the current commodity as a fixed proportion of the activity of demand
devices, taking into consideration demand device vintaging. [Note that demand devices do
not have separate activity and capacity variables, thus output is determined directly from
the capacity variable according to the capacity factor and capacity-to-activity unit
conversion multiplier.]

MO(ENC), , . *CAPUNIT, ,*CF, ,/*

R CAPrbt’pEB{not(EFF 1, VEFF _ Rnp’t)}+
peamd| | (R_INV ., SEFF_I
R_RESIDV,, SEFF_R

r’p5t+

r,p,t

)

{—9_} , where > for energy carriers, and = for materials and

energy carriers with slack

CONSUMPTION - commodities leaving the system as Exports or consumed
by Technologies according to their activity level.

EXPorts of a commodity, identified as the consumption of the commodity by means of
INP(ENT)x.

> R T SEPr s |t
sV INP(ENT)x o

s='EXP'

r,s,e,t

Export of a globally traded commodity.
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ecg trade N

R _GTRD , ...n$
- e EXPT t>TRD  FROM

Consumption of the current commodity as an auxiliary input required by resource supply
options, according to the amount needed to produce another commodity (e.g., electricity
for mining coal).

[ > (INP(ENT)r

s#' EXP'

r,s,e,t

*R TSEPMS)} +

Consumption of the current commodity by conventional (non-externally load managed)
processes according to the amount needed per unit of overall activity of the process.

> (INP(ENT) Py e R _ACT w) +
PE prc
DPEXpr

Consumption of the current commodity by externally load managed processes, where the
activity of the process (and thus the amount of each commodity consumed) is directly
determined from the level of installed capacity.

r’p5t

INP(ENT)p, , . *CAPUNIT _*CF,,*

2 +
pexpr| R CAP

rtp

Annual consumption of the current commodity as required for a unit of electric
generation from conventional (non-externally load managed) facilities, summed over
the season/time-of-day activity of power plants. [Special conditions apply to base load
and storage facilities, as well as peaking only devices: base load and storage plants only
have daytime variables (to force day=night generation for base load plants, and night
consumption of electricity to be a function of the daytime dispatch of the storage plants)
and peaking only devices are only permitted to operate during the day in the
Summer/Winter. ]
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> (INP(ENT)c, . *R_TEZY ., )|+
peela,w
except y="N'Ape(bas Ustg)
except (y='N'nz="I")A
PEAK (CON) _TID,. ) J

Annual consumption of the current commodity by externally load managed power plants,
where the activity of the plant (and thus the amount of each commodity required per unit
of electricity or heat produced) is directly determined from the level of installed capacity
by means of a fixed capacity factor for each time-slice.

INP(ENT)c, , , *CAPUNIT , ,*
X | slour@ ), rcram, )k _car,,,|[*
z,y s s ) oty

pexim

Annual consumption of the current commodity as required for a unit of low-temperature
heat generation, summed over the seasonal activity of power plants. [Special conditions
apply to peaking only devices, where only Winter operation is permitted. ]

r’t’piz)

3 (INP(ENT)c, . *R THZ

r9p9est
pehpl,z

pexim

except ((z='S"V'I")A

PEAK (CON)_TID,. )

Annual consumption of the current commodity as required for a unit of low-temperature
heat generation from coupled production pass-out turbines (identified by means of the
ELM parameter), summed over the seasonal/time-of-day activity of power plants (as
determined by CEH(Z)(Y)). [Special conditions apply to base load plants, where only
daytime variables are generated in order to force equal day/night production.]
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> (e, HCER@)WD), ,, /ELM, ) *R_TCZYH,, , )

7ELPsW,
pecpd,w

whenELMr,p’t

| except(y='"N'Apebas)

Consumption of the current commodity as required for a unit of output from demand
devices. [Note that demand devices do not have separate activity and capacity variables,
thus output is determined directly from the capacity variable according to the capacity
factor and capacity-to-activity unit conversion multiplier.]

MA(ENT), , ., * CAPUNIT | *CF, ./ EFF , ,*

R _ CAPr,t,p${not(EFF 1, ,VEFF _ Rr,p,t)}+
pedmd R_INVr,t,p$EFF_1r,p,t+
R RESIDV m,p$EFF _R, ,,

If the balance equation is to be formulated as a slack equality constraint, where the slack
cost is provided (SLKCOST), then include the slack variable.

+R_SLKENC.,, $SLKCOST,.

2.5.5 MR_BALDH(r t,e,z) MARKAL Matrix, Row 10

Description: BALance equation for low-temperature District Heat energy carriers (Ith) in each
season.

Purpose and Like all balance equations, this one for low-temperature heat guarantees the

Occurrence: conservation of energy throughout the energy system. The equation ensures that
the production of low-temperature heat in each season is equal to or exceeds the
demand for heat. It sums over all sources of low-temperature heat and ensures
that this total is greater than or equal to the amount consumed by all demand
devices (dmd). [Note: low-temperature heat may ONLY be consumed by demand
devices]. Slack is permitted, as it may be the case owing to some rigid coupled
heat and power plant (REH) that the amount of low-temperature heat generated
may exceed the amount demanded in a season. However, the analyst should
carefully investigate any slack on the low-temperature heat balance. This
equation is generated in all time periods and for all seasons during which some
demand device consumes the low-temperature heat.
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Units: PJ, or any other unit in which energy is tracked.

Type: Binding. The equation is a greater than or equal (>=) constraint for each season.

Interpretation of the results:

Primal: The level of the low-temperature heat balance equation represents the slack or
overproduction of low-temperature heat in a season. Under normal circumstances
there would be no slack as the energy system should incur a cost for an additional
unit of production/consumption. However, owing to the rigid nature of back-
pressure turbines if electric demand forces the operation of such a plant it is
possible that production may exceed the demand for low-temperature heat. Under
normal circumstance the user should look to examine and possibly redress this
situation by employing a flexible output coupled heat and power (CEH(Z)(Y)), or
determine any other reason for the excess (e.g., lower limits forcing the operation
of a power plant).

Dual variable: The dual variable (DVR_BALDH) of the low-temperature heat balance
constraint (shadow price) indicates the amount that the energy system must pay
per unit of low-temperature heat consumed and received per unit produced, in
each season. A zero dual value implies that the supply of heat exceeds the
demand by the rest of the energy system. The value is positive when the primal
equation is tight, which is normally the case.

Remarks: Note that high temperature process heat is modeled as an annual energy carrier as
it is for industrial use and not subject to seasonal variations.

GAMS Routine: MMEQBALH.INC

MATHEMATICAL DESCRIPTION

EQ#5: MR_BALDH,,, Ve e lthn QHRZ, .

ritez

PRODUCTION - low temperature heat generated from either heating or
coupled production power plants feeding the current heating grid.

Production of low temperature heat to the heat grid from conventional heating plants.
[Special conditions apply to peaking only devices, where only Winter operation is
permitted. ]
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) R_THZ,, |+
pehpl
pexim
except (z='SV'I')A

PEAK(CON)_TID,, )

Production of low temperature heat to the heat grid from externally load managed plants,
where the activity of the plant (and thus the amount of heat produced) is directly
determined from the level of installed capacity by means of a fixed capacity factor for
each season. [Note that as heating plants are modeled by season (not time of day)
CF(Z)(Y) should only be specified fory = ‘D’.]

CAPUNIT r,p*(QHRZ r CE(Z)Y)
pe(hpl N xlm) R . CAP ot p

)*
,D,2,' D't
d +

Production of low temperature heat to the heat grid from coupled heat and power pass-out
turbines, for each time-slice (w=z,y) for which the electricity loss to heat gain ratio
(CEH(Z)(Y)) is provided, as well as for which a time-sliced transmission efficiency
(TRNEFF(Z)(Y)) is provided if centralized, and 1 otherwise. [Special conditions apply for
base load plants that force them to operate at the same level day and night, thus only a day
variable exists.]

TRNEFF (Z)(Y), . ..
5 Py,

pecpd,y R_TCZYH
| except (pebas Ay="N")

$pecen*

r9t5p5Z’y

Production of low temperature heat to the heat grid from coupled heat and power back-
pressure turbines (as designated by REH), for each time-slice (w=z,y); for which a
transmission efficiency (TRNEFF(Z)(Y)) is provided if centralized, and 1 otherwise.
[Special conditions apply for base load plants that force them to operate at the same level
day and night, thus only a day variable exists.]
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—

pecpd,y
when REH

| except (pebas Ay='N")

> =

(TRNEFF (Z)(Y), ..., Specen | REH ,.p.)*

> +
R TCZYH rtpiiy

r’pit

where > unless with slack

CONSUMPTION - of low temperature heat by demand devices, and heating
grid transfers.

Consumption of low temperature heat by demand devices, taking into consideration
demand device vintaging. The shape of the sector heating demand is controlled by
FR(Z)(Y), and if the demand device services more than one demand sector then the output
share (OUT(DM)) is taken into consideration.

pedmd

CAPUNIT , ,*MA(ENT), *CF,,/(DHDE(Z),  _ *EFF.,)*

d,y

OUT(DM), , , *FRZ)Y),, _ *

r,p,d,t

R _CAP m,p${n0t(EFF I, ,,VEFF _ Rr,p,t)}+ *
R_INV,, SEFF I, +
R_RESIDV ., SEFF R, ,,

Transfer of low temperature heat to another conventional (non load managed) heat grid.

s> (INP(ENT)c, ,,,/ DHDE (2)
pehpl e
P Expr

*R THZ m’e’z) +

r,e,z,t

Transfer of low temperature heat to another non load managed heat grid. [Note that as
heating plants are modeled by season (not time of day) CF(Z)(Y) should only be specified
fory =‘D’.]
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INP(ENT e, , . *CAPUNIT ,,p*(QHRZ re CF ()Y )r,p,z,'Dv,,) i

pehpl | R i

pexim

CAP,,

If the balance equation is to be formulated as a slack equality constraint, where the slack
cost is provided (SLKCOST), then include the slack variable.

+R_SLKLTH ,,,.$SLKCOST ..,

2.5.6 MR_BALE1/2(r,t,e,w) MARKAL Matrix, Row 11

Description:

Purpose and

Occurrence:

Units:

Type:

BALance equation for Electricity energy carriers (elc) in each time-slice (w=z,y),
where equation 1 corresponds to day and equation 2 to night in each season.

Like all balance equations, this one for electricity guarantees the conservation of
energy

throughout the energy system. The equation ensures that the production (plus
imports) of electricity in each time-slice is equal to or exceeds the demand
(including exports) in the same time-slice. Equation 1 is for daytime constraints
(w=z,‘D’) and equation 2 is for the night-time constraints (w=z,’N’). Slack is
permitted (but very unlikely), and may occur due to some rigid coupled heat and
power plant (REH) or to the existence of lower limits forcing the operation of a
power plant. However, the analyst should carefully investigate any slack on the
electricity balance. This equation is generated in all time periods and for all time-
slices during which some resource option or technology produces or consumes
the electricity.

PJ, or any other unit in which energy is tracked.

Binding. The equation is a greater than or equal (>=) constraint for each time-
slice.

Interpretation of the results:

Primal:

The level of the electricity balance equation represents the slack or
overproduction of electricity in a time-slice. Under normal circumstances there
would be no slack as the energy system should incur a cost for an additional unit
of production/consumption. However, owing to the rigid nature of back-pressure
turbines if heat demand forces the operation of such a plant it is possible that
production may exceed the demand for electricity. Under normal circumstance
the user should look to redress this situation by employing a flexible output
coupled heat and power (CEH(Z)(Y)), or determine any other reason for the
excess (e.g., base load constraint forces over-production at night, lower limits
forcing the operation of a power plant).
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Dual:

Remarks:

The dual variable (DVR_BALE) of the electricity balance constraint (shadow
price) indicates the amount that the energy system must pay per unit of electricity
consumed, and receives per unit produced in each time-slice. A zero dual value
implies that the supply of the commodity exceeds the demand for that commodity
by the rest of the energy system. The value is positive when the primal equation
is tight, which is normally the case.

An important purpose of the electricity balance constraint is to bring into
alignment the load shapes associated with the various demand sectors that
consume electricity (DM_FR(Z)(Y)) with the fractions of the year that the power
plants operate (QHR(Z)(Y)), taking into account annual and/or seasonal
availability of each power plant (AF/AF(Z)(Y) or CF/CF(Z)(Y)).

GAMS Routine: MMEQBALE.INC

MATHEMATICAL DESCRIPTION

EQ#6: MR _BALEK,,, v

(ecelc) A
QHR,  exists

where k =1 for days (w(z,‘D’)) and k = 2 for nights (w(z,'N”))

PRODUCTION - of electricity from imports and power plants feeding the
current electricity grid.

Import of electricity, either annually with seasonal distribution (either the standard
QHR(Z)(Y) splits or fractions specifically related to the importing over this electricity
interchange (SEP_FR)) applied, or via bi-lateral trade by time-slice. Efficiency losses are
applied. Note that if SEP_FR is specified for only some time-slice(s) it is assumed that no
transfer is permitted during those missing. Similarly, any missing time-slice related to bi-
lateral trade also imnlies that no trade is nermitted (in that direction) during the time-slice.
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‘ TE(ENT),,,* |
(QHRZ)(Y), ,$(n0SEP_FR,,, )V(SEP_FR, ,, )* G
R_TSEP,,,
Z +
SYOUT(ENT)r,. . .4| not 2. BI _T. RDELCr,’e.’r,e’C,w +
s='IMP' e
R i TSEPEr,t,s,w$ Z BI _ TRDELCr‘,e‘,r,e,c,wj

Production to the current electricity grid by conventional (non-externally load managed)
electric generating plants for each season/time-of-day the plant is available (AF(Z)(Y),
which is set from AF if only annual availability is specified). Electricity sent to the grid is
subject to any grid transmission efficiency if the plant is centralized (TE_CON). [Special
conditions apply to base load and storage facilities, as well as peaking only devices, where
base load and storage plants only have daytime variables (to force day=night generation
for base load plants, and night consumption of electricity to be a function of the daytime
dispatch of the storage plants) and peaking only device are only permitted to operate
during the day in the Summer/Winter.]

TE CO :

r,t,p,e
:'D‘/\
(QHRZ)(Y),. ,,/OHRZ, )\$pcbas o
. ’ ’ § notz='I'n ) +
3 R_TEZYy i, p,z,y PEAK_TID, ,

peela
pexim R_TEZY,, , . Spe(basvsigvPEAK_TID, )+
AFDO) . pws \ | (QHRZ)Y),.,,/OHRZ, )* $y='N'

(R_TEZY rt D,z pn3pe(basvsig)

Production to the current electricity grid by coupled heat and power pass-out turbines for
each season/time-of-day the plant is available (AF(Z)(Y), which is set from AF if only
annual availability is specified), and an electricity loss per unit of heat ratio (CEH(Z)(Y))
is provided. Electricity sent to the grid is subject to any grid transmission efficiency if the
plant is centralized (TE_CON). [Special conditions apply to base load facilities where
only daytime variables (to force day=night generation) are permitted. ]
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pecpd
ELM r p,t (y="D'v(y="N'Apgbas))+
AF(Z)(Y)

>

CEH(Z)Y). . *

r,p,w,t

(I—ELM 1. p.)| ELM .. *

(CHRZ)(Y),.,,/ OHRZ,. ,)$pebas )*
2 R _TCZYH

TE _CON,

r3t7pie

r3t7pﬂz,y

v, powt (R _TCZYH,, , . D.*(QHR(Z)(Y),,’W/QHRZ,,’Z)) $

| (y="N'Apebas)

Production of electricity from externally load managed plants and grid interchanges,
where the activity of the plant is directly determined from the level of installed capacity
by means of a fixed capacity factor (CF(Z)(Y)) for each time-slice.

(QHRZV’Z*CF(Z)(Y )r’p,w’t) *CAPUNIT,.,*TE _CON,, , *
pe(elanxim)| R . CAPr,t,p

CONSUMPTION - of electricity by resource options and technologies, and
as part of grid interchanges.

Export of electricity, either annually with seasonal distribution (either the standard
QHR(Z)(Y) splits or fractions specifically related to the importing over this electricity
interchange (SEP_FR)) applied, or via bi-lateral trade by time-slice. Note that if SEP_FR
is specified for only some time-slice(s) it is assumed that no transfer is permitted during
those missing. Similarly, any missing time-slice related to bi-lateral trade also implies that
no trade is nermitted (in that direction) during the time-slice.
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QHR(Z)(Y)r’w$(no SEP FRr’s’w’t)v .
SEP _FR, . $
R _TSEP,,,
> not 3. BI TRDELC,,.,. wj+ +
SYOUT(ENT)x, s o 4 r.e.c e
s='EXP'
R TSEPE r,t,s,w$ 2. BI T RDELCr:e)r.,e.,c,w]

Consumption of electricity as part of supplying another resource. The annual resource
production electricity needs are apportioned into the current time-slice by QHR(Z)(Y).

¥ (OHR(2)(Y), ,*INP(ENT)r
sYOUT(ENT)r

*R_TSEP,, )|+

r,s,e,t
r,s,e't

e'te

Consumption of electricity by a conventional (non externally load managed) process. The
annual process electricity needs are apportioned into the current time-slice by
QHR(Z)(Y).

R (oHR (z)(¥), *INP (ENT )p,,, *R _ACT ,, )|+
D& Xxpr

Consumption of electricity from the current grid by externally load managed processes,
where the activity of the process (and thus the amount of each commodity consumed) is
directly determined from the level of installed capacity.

INP(ENT)p,. , . .*CAPUNIT, ,*CF . p.*

> +
pexpr R . CAPr,t,p

Transfer of electricity from the current grid to a conventional (non externally load
managed) grid interchange technology, taking into consideration that base load plants
only have daytime variables (to force equal day/night operation).
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(INP(ENT ), ,, *R _TEZY ., , )$pebas*
z +
peni| (QHR(ZXY),,,/OHRZ , )*R _TEZY . .,)$ pebas

| p&xim

Transfer of electricity from the current grid to an externally load managed grid

interchange technology for each time-slice for which a capacity factor (CF(Z)(Y)) is
provided.

INP(ENT)c, , , *CAPUNIT ,. ,*CF(Z)(Y), , ,..*
pelnk R . CAPr,t,p

pexim

Consumption of electricity as required for a unit of low-temperature heat generation, split
into season/time-of-day based upon the seasonal activity of power plants. [Special
conditions apply to peaking only devices, where only Winter operation is permitted. ]

INP(ENT)c, ,, *OHR(Z)(Y) /QHRZ , *
Z r,w ’ +

pehpl R_THZrth

pexim o

except ((z='S'V'I")A

PEAK (CON ) _TID r,p))

Consumption of electricity by pumped storage facilities at night, based upon the daytime
production.

> (INP(ENT )c
peEstg
y="N'

r,p,e,t*TE (ENT )r,e,t*R — TEZY r,t,p,z,'D') +

Consumption of electricity by demand devices according to the amount of electricity
needed per unit output (a function of the market share of electricity to the device
(MA(ENT)) and the device efficiency (EFF)) and the seasonal/time-of-day shape

(DM_FR) of the demand load being serviced by the share of the output from the device to
the sector (DM OUTX).
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I MA(ENT), , .,/ EFF , ,*CAPUNIT ,,* |
DM _FR(Z)Y),,,*DM _OUTX | , *
3 R _CAP ”’p${not (eFF 1, VEFF _ Rr’p,t)}+
pedmd % R_INV,, SEFF I, +
R _RESIDV ,, SEFF _R, |
2.5.7 MR_BAS(rt,e,2) MARKAL Matrix, Row 12

Description: The BASe load constraint for electricity energy carriers (elc) in each season (z).

Purpose and The base load constraint ensures that those power plants designated as base load
(bas)

Occurrence: operate at the same level in the day/night and do not exceed a specified
percentage of the highest night-time electricity demand (according to
BASELOAD). The main purpose of the constraint is to ensure that enough power
plants that are characterized as base load are available in each period, but do not
by themselves meet all the off-peak demand for electricity. Such classes of power
plants (e.g., hydro, large coal-fired, nuclear) cannot be easily
started/shutdown/restarted, but instead tend to be run at full capacity almost all of
the time. In MARKAL this results in a single activity variable (R_ TEZY) being
generated (for the day (y="D’)) and the appropriate day and night share
multipliers applied to ensure continuous operation (other than for maintenance).
This equation is generated in all time periods and for each season during which
power plants or imports, produce electricity.

Units: PJ, or any other unit in which energy is tracked.
Type: Binding. The equation is a less than or equal (<=) constraint for each season.

Interpretation of the results:

Primal: The level of the base load equation represents the level below the maximum
percent of highest night-time demand that is met by base load power plants. If
zero, then the maximum base load constraint is tight and demand is fully met
only by base load plants.

Dual variable: The dual variable (DVR_BAS) of the base load constraint (shadow price)
indicates the “cost” that the energy system must incur because it cannot install
more base load power plants. A zero dual value implies that the amount of
electricity from the base load plants is below the permitted percent of maximum
night-time demand. The value is negative when the primal equation is tight. It
thus represents the amount by which the objective function would be reduced if
one more unit of base load power generation were permitted in the season with
the highest night-time demand.
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Remarks: The technique used of employing a daytime electricity generation variable
(R_TEZY), and then apply the appropriate splits means that the analyst should
avoid referring directly to the levels reported in the (GAMS) solution listing, but
rather strictly rely on the level reported in the results Tables, that take into
account the need to apply the appropriate factors to the variables. Note that non-
load management power plants (nlm) are included among the plants contributing
to the base load constraint, but that these plants may operate normally, not being
forced to operate at equal levels day and night.

GAMS Routine: MMEQBAS.INC

MATHEMATICAL DESCRIPTION

(ecelc) A
EQ#7: MR _BAS,,, .V _
- " \ OHRZ, exists

Contribution to meeting the base load requirement, that is that the night-time
electric generation from base load plants does not exceed a specified percent
of total night-time demand for electricity in each season.

Import of night-time electricity, either annually with seasonal distribution (either the
standard QHR(Z)(Y) splits or fractions specifically related to the importing over this
electricity interchange (SEP_FR)) applied, or via bi-lateral trade by time-slice. Efficiency
losses are applied. Note that if SEP_FR is specified for only some time-slice(s) it is
assumed that no transfer is permitted during those missing. Similarly, any missing time-
slice related to bi-lateral trade also implies that no trade is permitted (in that direction)
durine the time-slice.
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TE(ENT),, *(1-BASELOAD ) *
OHR (Z)(Y), ..$(no SEP _ FR
(SEP _FR, ..\, $

R _TSEP .,

)V

r,s,z,N't *

2
SYOUT (ENT)r, s .. 4| not 2. BI _TRDELC ., .. .|t

s='IMP 'A(not nobasie ) e

R _TSEPE ,, .8 % BI _TRDELC NJ

r'e',c

Night-time production sent to the current electricity grid by conventional (non-externally
load managed) base load electric generating plants. Electricity sent to the grid is subject to
any grid transmission efficiency if the plant is centralized (TE_CON). [Remember, base
load plants only have daytime variables from which night production is calculated based
upon the length of the time-slice (QHR(Z)N).]

R _TEZY

2
pebas

TE _CON ,,, *(1-BASELOAD .)*(QHR (Z)(Y), ..\./OHRZ )*ﬂ
—+

r,t,p,z,'D'

Night-time production sent to the current electricity grid by externally load managed base
load electric generating plants, where activity is determined by the level of installed
capacity. Electricity sent to the grid is subject to any grid transmission efficiency if the
plant is centralized (TE_CON).

pebas

TE _CON ,, , *(1=BASELOAD ,.)*CAPUNIT . ,*
N
CF (Z)(Y)r,z,'N'*QHR (Z)(Y)r,z,'N'*R — C4p r,t,p

pEXxim

Night-time production sent to the current electricity grid by base load coupled heat and
power pass-out turbines, taking into consideration the electricity loss per unit of heat ratio
(CEH(Z)(Y)). Electricity sent to the grid is subject to any grid transmission efficiency if
the plant is centralized (TE_CON). [Remember, base load plants only have daytime
variables from which night production is calculated based upon the length of the time-
slice (QHR(Z)N). However only daytime CEH(Z)(Y) should be provided. ]
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o [TE_cov,,, -pasiLoap o HOHR (2)(V), I OHRZ | )%
pebas Ucpd (CEH (Z)(Y)r,p,z,'D',z*(l_ELM r’p’[)/ELM rp * R _TCZYH

ELM r,p.t

+

rt,p,z,'D'

Night-time production sent to the current electricity grid by non-load managed electric
generating plants that can contribute to the base load requirements. Electricity sent to the
grid is subject to any grid transmission efficiency if the plant is centralized (TE_CON).

> (TE_CON,, , *(1~BASELOAD ,.)*R _TEZY ., , ..\)|+

penlm

Night-time production sent to the current electricity grid by non-load managed coupled
heat and power pass-out turbines that can contribute to the base load requirements, taking
into consideration the electricity loss per unit of heat ratio (CEH(Z)(Y)). Electricity sent
to the grid is subject to any grid transmission efficiency if the plant is centralized
(TE_CON).

TE _CON ,, , *(1=BASELOAD ,.,)*
*(1_— *
Z (CEH (Z)(Y)r,p,z,'N',t (1 ELM )/ELM r,p,t)

penlmUcpd

sy, \R_TCZYH

r,p,t

rt,p,z,'N'

=

Electric generation by non-base load power plants at night.

Export of night-time electricity, either annually with seasonal distribution (either the standard
QHR(Z)(Y) splits or fractions specifically related to the importing over this electricity
interchange (SEP_FR)) applied, or via bi-lateral trade by time-slice. Efficiency losses are
applied. Note that if SEP_FR is specified for only some time-slice(s) it is assumed that no
transfer is permitted during those missing. Similarly, any missing time-slice related to bi-lateral
trade also imnlies that no trade is nermitted (in that direction) durine the time-slice.
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TE(ENT),, *(1-BASELOAD., , )*

QHR(Z)(Y)V,Z,'N'$
(noSEP_FR, .\ )V [* $(
z (SEP—FRFSZ'N'I
sVOUT(ENT)rr’S’e’t 58525 IV
s:'EXP'/\(notnobasie) R _ TSEPr,t,s

R TSEPE

rt,s,z,N'

re',c

r'e.c

$y BI_TRDELCr’e,r.’e.,C,Z,,N.j

not Y. BI_TRDELCne’r.,e.,c’z’w.}

Night-time production sent to the current electricity grid by conventional (non-externally
load managed) non-base load electric generating plants. Electricity sent to the grid is
subject to any grid transmission efficiency if the plant is centralized (TE CON).

TE_CON,, , *BASELOAD .., (QHR(Z)(Y), ./ QHRZ, ) *
.

R R_TEZY

pebas

rt,p,z, N’

plant is centralized (TE CON).

Night-time production sent to the current electricity grid by externally load managed non-
base load electric generating plants, where activity is determined by the level of installed
capacity. Electricity sent to the grid is subject to any grid transmission efficiency if the

2 R

pebas

r,p,z,N't

| pexim

TE _CON,, , *BASELOAD ,.,*CAPUNIT .,*
*QHR(Z)(Y), ¥R _CAP

Night-time production sent to the current electricity grid by non-base load coupled heat
and power pass-out turbines at night in each season, taking into consideration the
electricity loss per unit of heat ratio (CEH(Z)(Y)). Electricity sent to the grid is subject to
any grid transmission efficiency if the plant is centralized (TE_CON).
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TE _CON,, , *BASELOAD ,..*

(QHR (Z)(Y), ./ QHRZ , .}
Z (CEH (Z)(Y)r,p,z,'N',t*(l_ELM ’”>P’t) /ELM r,p,t] ’

pecpd

pebas R_TCZYH rt,pyz N
ELM r,pt
2.5.8 MR_BITRD(r,e,r,t,e,c) MARKAL Matrix, Row 13

Description: The Bl-lateral TRaDe constraint matches up the trade in a commodity between

two regions. Note that the name of the commodity may be different between the
two regions, if desired, but the same cost step (trade route) must be used.

Purpose and The bi-lateral trade constraint ensures that the amount of a commodity delivered

from a

Occurrence: source region equals the amount received by the destination region. It includes

Units:

Type:

provisions to convert the units (REG_XCVT) if necessary. Note that the
individual export and import supply options must also be specified in each region
as part of the list of resource options (srcencp). This equation is generated in each
time period from which both resource options first become available in their
respective regions, and the mapping set indicating the pairing of the
importing/exporting of the commodity between the regions is provided
(bi_trdent).

PJ, or any other unit in which a commodity is tracked.

Binding. The equation is an equality (=) constraint.

Interpretation of the results:

Primal:

The level of the bi-lateral trade constraint indicates the amount by which the
trade is out-of-balance in a period. If non-zero the constraint, and thus model, is
infeasible.

Dual variable: The dual variable (DVR_BITRD) of the bi-lateral trade constraint (shadow price)

Remarks:

indicates the amount that the energy system has to pay for a unit of trade. A zero
dual value implies that there is no cost associated with producing and delivering
the commodity, which is highly unlikely. The value is negative when the primal
equation is tight, and indicates how much lower the objective function would be
if one more unit of trade was permitted.

This bi-lateral trade constraint is an annual constraint. Electricity may be traded
by season/time-of-day if desired by means of the bi-lateral electricity trade
constraint (MR_BITRDE). Note that to force trade between regions one of the
resource variables in the region (R_TSEP) can be bounded.

GAMS Routine: MMEQUA.REG
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MATHEMATICAL DESCRIPTION

[ BI _TRDENT, s, A

TPSEF, AMEXP e N TP SE})r',t,"IMP”,e',C)

r

EQ#8: MR BITRD

' Al
r.etr.e,c

Where BI TRDENT = mapping of permitted bi-lateral trade options
TPSEP = 2-tuple indicating the periods (from START) that a
resource supply option is available in a region

Imports to region r’, possibly with unit conversion applied for the commodity. [Note that
while the commodities may have different names in each region, the cost index (c) must
be the same in both regions.]

lREG . XCVTr’e * R _ TSER,;,”EXP”,@,C J_

Exports from region r, possibly with unit conversion applied for the commodity. [Note
that while the commodities may have different names in each region, the cost index (c)
must be the same in both regions.]

[REG _XCVT, ¥R _TSEP., .., |

0

2.5.9 MR_BITRDE(r,e,r,t,e,c,w) MARKAL Matrix, Row 14

Description: The Bl-lateral TRaDe of Electricity constraint matches up the trade in an
electricity commodity between two regions in each time-slice. Note that the name
of the electricity commodity may be different between the two regions, if desired,
but the same cost step (trade route) must be used.

Purpose and The bi-lateral trade of electricity constraint ensures that the amount of electricity

Occurrence: delivered from a source region in each time-slice equals the amount received into
the destination region. It includes provisions to convert the units (REG_XCVT) if
necessary. Note that the individual export and import supply options must also be
specified in each region as part of the list of resource options (srcencp). This
equation is generated in each time period from which both exchange options first
become available in their respective regions, and the mapping set (bi_trdelc)
indicates that the pairing of the importing/exporting of electricity between the
regions is permitted in the time-slice.

Units: PJ, or any other unit in which electricity is tracked.

Type: Binding. The equation is an equality (=) constraint.
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Interpretation of the results:

Primal:

Dual variable:

Remarks:

The level of the bi-lateral electricity trade constraint indicates the amount by
which the trade is out-of-balance in a period. If non-zero the constraint, and thus
model, is infeasible.

The dual variable (DVR_BITRDE) of the bi-lateral electricity trade constraint
(shadow price) indicates the amount that the energy system has to pay for a unit
of that trade. A zero dual value implies that there is no cost associated with
producing and delivering the electricity, which is highly unlikely. The value is
negative when the primal equation is tight, and indicates how much lower the
objective function would be if one more unit of trade was permitted.

This bi-lateral electricity trade constraint is a time-sliced constraint. Electricity
may also be traded annually if desired by means of the conventional commodity
trade constraint (MR _BITRD). Note that there is currently no way to bound the
amount of electricity exchanged between regions for a particular time-slice,
unless distinct time-slice based resource options (srcencp with SEP_FR for only 1
season/time-of-day for each possible exchange) are specified in each region. The
commodity conversion factor (REG_XCVT) needs to be used to make any
necessary adjustments in the time-slice fractions if different between two regions.
Note that this constraint works in tandem with the MR_REGELC constraint,
which hooks the time-slice based bi-lateral electric trade variables (R_TSEPE)
with the traditional annual resource variable (R_TSEP).

GAMS Routine: MMEQUA.REG

MATHEMATICAL DESCRIPTION

EQ#9: MR BITRDE

e eelcn
resroew V| BI _TRDELC, ,, ...~
TPSEI)’”,t,"EXP",e,C /\
TPSER’",t,"IMP"’e',C
Where bi_trdelc = mapping of permitted bi-lateral electric trade options,
including permitted time-slices
tpsep = 2-tuple indicating the periods (from START) that a

resource supply options is available in a region

Exports from region r, possibly with unit conversion applied for the electricity
commodity. [Note that while the electricity commodities may have different names in
each region, the cost index (¢) must be the same in both regions.]
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|.REG — XCVT;,e * R — TSEPEr,t,"EXP",e,C,wJ_

Imports to region r’, possibly with unit conversion applied for the electricity commodity,
and subject to any transmission losses. [Note that while the electricity commodities may
have different names in each region, the cost index (¢) must be the same in both regions.]

|REG _XCVT,,*R _TSEPE, .y, . .|

0

2.5.10 MR_BNDCON1/2/3(r,t,p) MARKAL Matrix, Row 15

Description:

Purpose and
Occurrence:

Units:

Type:

Annual BouND on the output from a CONversion technology.

The annual bound constraint imposes a limit on the total output from conversion
technologies for all relevant time-slices. In the case of electric generation and
coupled heat and power plants the (up to 6) season/time-of-day time-slices are
summed, for heating plants only for the winter season. The equation is generated
for each period for which the user specifies an output limit (BOUND(BD)O) on a
conversion technology.

PJ, or any other unit in which activity of power plants is tracked.

Binding. The type of the equation is a function of the sense (b = ‘LO’, ‘FIX,
‘UP’) specified by the user when providing the bound parameter.

Interpretation of the results:

Primal:

Dual variable:

Remarks:

The level indicates any slack on a constraint imposing a production limit
above/below a minimum/maximum permitted level.

The dual variable (DVR_BNDCON) of the annual conversion bound constraint
represents the amount by which the objective function would be changed if the
bound were increased by one unit. A zero dual value implies that the annual
output from a power plant is below the permitted maximum or above the required
minimum level. The value is negative when the limit is a maximum, positive
when a lower limit is imposed, and the constraint is tight.

The only way that the user can limit the level of production in an individual time-
slice (or collection less than the entire year, e.g., a season) is to apply a user-
defined constraint using the appropriate time-sliced based parameters

(RAT TCZY, RAT TEZY, RAT HPL). Note also that if the technology is
externally load managed (xlm), that results in only a capacity variable (R_CAP)
being generated, then the annual activity bound is applied directly to R_ CAP
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properly taking into consideration the capacity factor(s) (CF/CF(Z)(Y)), unit
(CAPUNIT) and time-slices (QHR(Z)(Y)).

GAMS Routine: MMEQBCON.INC

MATHEMATICAL DESCRIPTION
peEconApégximn

EQ#10: MR _BCONn,, , ¥ > BOUND (BD)O
b

where n indicates the nature of the constraint such that n =1 for
b=‘LO’ (=), n =2 for b="FX’ (=), and n = 3 for b="UP’ (<).

r’p’bﬁt

Total annual electricity generation from standard power plants, summed over the
season/time-of-day activity of power plants when the plant is available (AF(Z)(Y)).
[Special conditions apply to base load and storage facilities, as well as peaking only
devices: base load and storage plants only have daytime variables (to force day=night
generation for base load plants, and night consumption of electricity to be a function of
the daytime dispatch of the storage plants) and peaking only devices are only permitted to
operate during the day in the Summer/Winter. ]

) R_TEZY ., .|+
peela,w
except y="N'Ape(bas Ustg)
AF )V s
except (y='"N'vz="I")A
PEAK (CON ) _TID r,p))

Total annual production of low-temperature heat generation from coupled production
pass-out turbines (identified by means of the CEH(Z)(Y) parameter for each time-slice),
summed over the seasonal/time-of-day activity of power plants. As total production is
bounded the total electricity output and this hybrid heat term are summed. [Special
conditions apply to base load plants, where only daytime variables are generated in order
to force equal day/night production.]
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CEH(Z)(Y)r’p’W’t /ELMI’,p,t

pecpd,w *R_TCZYH
ELM y p

r’t’p’w

| except(y='N'Apebas)

Total annual production of low temperature heat from heating plants. [Special conditions
apply to peaking plants, where only daytime winter variables are generated.]

Z R_THZr:t:p:Z
pehpl,z
except ((z='I'V'S")A

PEAK(CON) _TID

r’p))

Limit on total annual production from the conversion plant.

BOUND(BD)O,. , p,;

2.5.11 MR_CPT1/2/3(r.t,p) MARKAL Matrix, Row 16

Description:

Purpose and

Occurrence:

CaPacity Transfer of a technology across time periods, accounting for all existing
residual capacity and new investments made up to the present time period that
remain available.

The capacity transfer relation ensures that the existing capacity of each
technology in

each time period is the result of investments in the current and previous time
periods within its lifetime, plus the residual capacity from investments made
before the initial model year and still active. Its main purpose is to properly
monitor the turnover of the capital stock. This is an inter-temporal equation and
does not contribute to the Reference Energy System of the model. This equation is
generated in all time periods beginning from the START period for each
technology for which the LIFE or residual capacity (RESID) has been specified.
If LIFE is not specified, or is less-than-or-equal to 1, and no RESID exists, then
the MR _CPT equation is not generated, as there is no carryover of capital stock
between periods.
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Units:

Type:

Gw, or PJ/a, or Bvkm/a, or any other unit in which the capacity of a technology is
specified (e.g., parameters INVCOST, RESID, FIXOM, etc).

Binding. The equation is a less than or equal (<) if the technology is a demand
device (dmd), see Interpretation of Results below. The relation is an equality (=)
if the technology is a conversion plant (con) or a process (prc).

Interpretation of the results:

Primal:

Dual variable:

Remarks:

The level of capacity transfer constraint in the solution output (primal or slack
value) is the value of the left hand side (LHS) of the CPT equation, that is the
difference between the capacity in place in time period t minus the new capacities
built / purchased in previous time periods still in operation. In processes and
power plants the level always has to be equal to the residual capacity (RESID),
which is the right hand side of the constraint (RHS); demand devices may have a
LHS that may be lower than the RHS. This may happen when the RESID is
larger than required by demands, or when the demand fluctuates up and down
between successive time periods, etc.

The dual variable (DVR_CPT) of the capacity transfer constraint in the solution
(shadow price) indicates the annuity to be paid in the time period t to pay back
the investment cost incurred to build a new unit of capacity of the technology p
in time period t. In the case of end-use technologies, the dual value is zero when
there is excess capacity at some period, and positive if some new investment is
made by the model in the current time period. For process and conversion
technologies, the value may be positive or negative.

The user should omit the lifetime parameter of a technology (and thereby avoid
generating extra relations) in cases where (a) there are no competing
technologies, e.g., a demand category such as air transport that might have only
one technology (jet) to satisfy the demand; or where (b) the technology is not a
real device but acts only to transfer energy carriers, e.g., a demand technology
that supplies oil to the petrochemicals industry or a process technology that mixes
fuels (such technologies are usually referred to as dummy technologies).

GAMS Routine: MMEQCPT.INC, FRACLIFE.INC

MATHEMATICAL DESCRIPTION

EQ#11:

demand

plants

MR _CPTn,, vV LIFE,  exists

where n indicates the nature of the constraint such that n = 1 for
devices (dmd) where the constraint is (=), n = 2 for conversion

and n = 3 for processes where the constraint is (=).

Total installed capacity in place in the current period.
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ratap

{R_CAP } .

Sum of all investments made in earlier periods that have not yet reached their technical
lifetimes (LIFE), and thus are still available. [Note that an earlier investment may only be
available for part of the period if the lifetime is not a multiple of the number of years per
period (NYRSPER). This is handled by the CPT_INV coefficient as discussed further
below.]

{ L (CPT_[NKUP*R_INV )]
u=t—LIFE 7 faes

The residual capacity installed prior to the start of the modeling horizon that is still
available in the current period.

RES[Dr’p,[

Where ¢,u are time periods: t is the current period and u is
the period in which the investment was originally made;
CPT_INV =1 for u =t-LIFE+1, FRACLIFE for the last period

(that means investments made t-LIFE periods earlier,

where it may be a fraction of the period if LIFE is not

a multiple of the period length (NYRSPER)), and
FRACLIFE = 1 except for the last period where it is (no. of years the

technology exists in the period/NYRSPER).

2.5.12 MR_CUM(r,s) MARKAL Matrix, Row 17

Description: The CUMulative or total limit on the production of a commodity from a resource
activity over the entire modeling horizon (CUM).

Purpose and The cumulative resource constraint limits the total production from a coalmine or
Occurrence: oil/gas well, or is a contracted maximum for imports/exports. It is most often

used to indicate total proven reserves.

Occurrence: The equation is generated for each resource option (srcencp) for which the user
specifies a cumulative limit (CUM).

Units: PJ, or any other unit in which a commodities are tracked.
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Type: Binding. The type of the equation is a less than or equal to (<).

Interpretation of the results:

Primal: The level indicates the cumulative production from a resource supply option.

Dual variable: The dual variable (DVR _CUM) of the cumulative resource constraint (shadow
price) indicates how desirable is an additional unit of the resource option. A zero
dual value implies that the limit has not been reached at period t (yet). The value
is negative when the imposed limit is reached and represents the amount by

which the cost objective function would be reduced if one more unit of
production were permitted.

Remarks: In a clairvoyant model like MARKAL the model can optimize the use of limited
reserves over the entire horizon. This contrasts with the situation for a time-

stepped model like SAGE (see PART III).

Note that since the variables in the model represent annual production, the

resource variable must be multiplied by the number of years in each period when

monitoring the cumulative amount.

GAMS Routine: MMEQCUM.INC

MATHEMATICAL DESCRIPTION

CUM, , exists,

EQ#12: MR CUM ., .V
B ’ except src ='STK'

Each annual resource supply option is multiplied by the number of years per period to
determine the total cumulative amount supplied over the modeling horizon.

> NYRSPER *R _TSEP,
{

<

Cumulative limit imposed by the user.

CUM}/,S

Where NYRSPER is the number of years in each period.

263



2.5.13 MR_DESEP(r,t,s) MARKAL Matrix, Row 18
Description: The inter-temporal DEcay constraint on resource supply (SrcEncP) options.

Purpose and To impose a limit on the rate at which a resource supply option can decrease
(DECAYT)

Occurrence: between periods. This equation is generated for all time periods for which the
decay rate parameter (DECAYT) is provided.

Units: PJ, or any other unit in which commodities are tracked.
Type: Binding. The equation is a greater than or equal (>) constraint.

Interpretation of the results:

Primal: The level of the resource decay equation indicates how much reduction in a
resource supply option has occurred between two periods.

Dual variable: The dual variable (DVR _DESEP) of the resource decay constraint (shadow
price) indicates the amount that the energy system would be willing to pay for
one less unit of decay in the resource supply option. A zero dual value implies
that the supply of the resource has not reached the limit imposed on the rate of
decay between two periods. The value is negative when the primal equation is
tight, and the system wants to use less of the resource in the current period.

Remarks:

GAMS Routine: MMEQDES.INC

MATHEMATICAL DESCRIPTION

EQ#13: MR DESEP, VDECAYr

r,t,s 7St

rate according to the number of years in the period (NYRSPER) to establish the current
limit.

Supply of the resource in the previous period, with annual decay rate adjusted to a period

[—(DECA Yr,  **NYRSPERY*R _TSEP, ; | ] 4

Supply of the resource in the current period.

R TSEP
- r,t,s

>
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2.5.14 MR_DETCH(r,t,p) MARKAL Matrix, Row 19
Description:  The inter-temporal DEcay constraint on a TeCHnology.

Purpose and To impose a limit on the rate at which a technology capacity can decrease
(DECAY)

Occurrence: between periods. This equation is generated for all time periods for which the
decay rate parameter (DECAY) is provided.

Units: PJ, or any other unit in which commodities are tracked.
Type: Binding. The equation is a greater than or equal (>) constraint.

Interpretation of the results:

Primal: The level of a technology decay equation indicates how much reduction in a
technology capacity level has occurred between two periods.

Dual variable: The dual variable (DVR_DETCH) of the technology decay constraint (shadow
price) indicates the amount that the energy system would be willing to pay for
one less unit of decay in the technology level. A zero dual value implies that the
technology has not reached the limit imposed on the rate of decay between two
periods. The value is negative when the primal equation is tight, and the system
wants to use less of the technology in the current period.

Remarks:

GAMS Routine: MMEQDET.INC

MATHEMATICAL DESCRIPTION

EQ#14: MR DETCH,, VDECAY,

r,t,p r,p,t

Technology capacity in the previous period, with annual decay rate adjusted to a period
rate according to the number of years in the period (NYRSPER) to establish the current
limit.

[—(DECA Y, . **NYRSPER )*R _CAP,

r,p.t Jt-1,pl+

Technology capacity in the current period.

R CAP
o r’t’p

>}
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2.5.15 MR_DEM(r,t,d) MARKAL Matrix, Row 20

Description:

Purpose and

Occurrence:

Units:

Type:

The DEMand constraint that ensures that all sector demands for useful energy
services (DEMAND) are satisfied.

The demand constraint ensures that for each energy service, the total output of
energy

service from demand devices to the sector they serve meets or exceeds the level
of the demand for that energy service. In addition, MARKAL employs price
elastic demands, that may rise/fall (relative to the base case level) in response to
changes in the implicit price of the service. See section 1.5 for a detailed
discussion on elastic demands. The equation is generated for each demand sector
(dm) in each period for which a demand for energy services (DEMAND) has
been provided by the user. Also, the elastic demand variables (R_ELAST) are
generated only for the demand sectors for which the appropriate input data is
provided, in particular the number of step-wise approximation blocks
(MED_STEP) to be used for estimating the demand curve, and the elasticities
(MED_ELAST).

PJ, bvmt, or any other unit in which a demand for energy services is specified.

Binding. The type of the equation is equal to or greater than (>).

Interpretation of the results:

Primal:

Dual variable:

Remarks:

The level indicates the final level of useful energy services delivered to a demand
sector. The final level is both a function of the output of the individual demand
devices servicing the sector, as well as the movement up or down of the demand
level from the reference case level in response to the own price elasticities
(MED_ELAST) provided by the analyst.

The dual variable (DVR_DEM) of the demand constraint represents the cost of
meeting the last unit of demand services for the sector, i.e. the market price of the
energy service. A zero dual value implies that the output of the various demand
devices exceeds the final level, and such a situation should be examined and
resolved by the analyst. Normally the value is negative and thus represents the
amount by which the objective function would be reduced if one less unit of
demand were required.

The analyst controls the activation of the elastic demand formulation by means of
the model variant selected at run time (Elastic Demand ‘YES’), and the inclusion
of the required elastic data.

GAMS Routine: MMEQDEM.INC

MATHEMATICAL DESCRIPTION

EQ#15: MR_DEM,, ,YDEMAND, ,,
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Useful energy demand provided to the current demand sector according to any fractional
output shares (OUT(DM)), taking into consideration demand device vintaging.
Remember, there are no activity variables for demand devices, rather activity is directly
derived from the total installed capacity based upon the capacity factor.

OUT(DM),. , 4.* CAPUNIT , ,*CF , ,..*

R CAPr’t’p${not(EFF 1, , VEFF _R, )}
pedmd R _[NV r,z,p$EFF _]r,p,t+
R_RESIDV ., SEFF _R,

The growth in demand owing to price relaxation, where each step of the approximation of
the producer/consumer curve is “climbed” in sequence (j). The own price elasticity
(change in cost per unit change in demand) and variation associated with each step of the
curve is reflected in the objective function.

s (MED _STEP . 4 yp' 4
|\ AMED _ELAST, 4 pr ) |

The reduction in demand owing to price pressure, where each step of the approximation of
the producer/consumer curve is “descended” in sequence (j). The own price elasticity
(change in cost per unit change in demand) and variation associated with each step of the
curve is reflected in the objective function.

(MED_STEP, 4. 0y,
P AMED_ELAST, 4.y 00,)

>

Reference demand for energy services.

DEMAND: 4,
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2.5.16 MR_ENV(r,v) MARKAL Matrix, Row 21

Description:

Purpose and

Occurrence:

Units:

Type:

The total cumulative emissions or other ENVironmental indicators (env) over the
entire modeling horizon. If desired the level may be capped by means of the
ENV_CUM input parameter.

The cumulative emissions equation monitors the total production of an
environmental

indicator from all resource options and technologies. The equation is generated
for each emission or other environmental indicator option. The equation is
generated regardless of whether or not the user (srcencp) specifies a cumulative
limit (CUM).

Tons, kton or any other unit in which emission indicators are tracked.

Binding. The type of the equation is a less than or equal to (<), but with an
unlimited (infinity) right-hand-side value if no limit is provided by the user.

Interpretation of the results:

Primal:

Dual variable:

Remarks:

The level indicates cumulative production from an emissions indicator over the
entire modeling horizon.

The dual variable (DVR_ENV) of the cumulative emissions equation (shadow
price) indicates how much the energy system would want to pay in order to relax
the emission limit by one unit. A zero dual value implies that the limit has not
been reached (yet). In particular, this is the case if no limit has been specified by
the user. The value is negative when the imposed limit is reached and represents
the amount by which the objective function would be reduced if one more unit of
emission were permitted.

In a clairvoyant model like MARKAL the model can optimize the pattern of
emissions over the entire horizon while respecting an overall cumulative emission
cap. This contrasts with the situation for a time-stepped model like SAGE (see
PART III).

Note that since the variables in the model represent annual production, the
resource variable must be multiplied by the number of years in each period when
monitoring the cumulative amount.

GAMS Routine: MMEQENV.INC

MATHEMATICAL DESCRIPTION

EQ#16

:MR_ENV,,

Total period emissions determined by multiplying the annual emissions by the number of
years per period (NYRSPER) are summed over the entire modeling horizon.
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<

[Z NYRSPER*R _ EM,%V}
t

Cumulative emissions limit imnosed bv the user. otherwise non-binding (+INF).

CUM]/—’V

Where NYRSPER is the number of years in each period,
CUM is either +INF if not provided, or the cumulative
emissions limit provided by the user.

2.5.17 MR_EPK(r,t,e,z) MARKAL Matrix, Row 22

Description:

Purpose and

Occurrence:

Units:

Type:

The Electricity PeaKing constraint ensures that there is enough capacity in place
to meet the electricity demand during the day of the season with the highest
demand.

The electricity peaking constraint ensures that there is enough capacity in place
to meet

the electricity demand during the day of the season with the highest demand
taking into consideration an estimate of the level above that demand that
corresponds to the actual peak moment plus a reserve margin of excess capacity
(ERESERYV includes both), to ensure that if some capacity is unavailable the
highest demand for electricity (including unforeseen capacity reductions) can still
be met. This equation is generated for all time periods and for the ‘W’inter and
‘S’ummer seasons (z), during which some resource option or technology
produces or consumes the electricity.

PJ, or any other unit in which electricity is tracked. Note that although the
constraint is thought of in terms of capacity, it is actually modeled in energy
units, based upon consumption and production arising from the associated
capacity.

Binding. The equation is a greater than or equal (>=) constraint for each season.

Interpretation of the results:

Primal:

The level of the electricity peaking equation represents the slack or excess
capacity over and above the amount required based upon the season in which the
highest demand occurs, plus the electricity reserve (ERESERV) margin provided
by the analyst. Under normal circumstances there would be no slack as the
energy system should incur a cost for an additional unit of capacity above the
minimum level required. If there is slack the user should check the residual
capacity levels (RESID) to ensure that they properly reflect the level in place
prior to the modeling period, and review the value of the ERESERYV parameter
(remembering that is has a dual role of estimating both how much above the level
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of highest average electric demand the peak moment is, plus the traditional
requirement for extra ‘just in case’ capacity).

Dual: A zero dual value implies that the available capacity exceeds the requirements
imposed by the constraint. The value is negative when the primal equation is
tight, which is normally the case, and indicates how much the objective function
would be lowered if the reserve constraint was one unit lower.

Remarks: As already noted, the electricity peaking constraint is highly dependent upon the
reserve margin (ERESERV), that is usually substantially above that of a
traditional utility reserve margin.

GAMS Routine: MMEQEPK.INC

MATHEMATICAL DESCRIPTION

ecelcnz#I'A

EQ#17: MR EPK_ , .V .
- e QHRZ . _exists

PEAK Contribution — imports and peak technology capacity credit towards
the peaking requirement, as well as grid interchanges.

Import of electricity, either annually with seasonal distribution (either the standard
QHR(Z)(Y) splits or fractions specifically related to the importing over this electricity
interchange (SEP_FR)) applied, or via bi-lateral trade by time-slice. Efficiency losses are
applied. Note that if SEP_FR is specified for only some time-slice(s) it is assumed that no
transfer is permitted during those missing. Similarly, any missing time-slice related to bi-
lateral trade also implies that no trade is permitted (in that direction) during the time-slice.
The contribution is subject to transmission losses as well as the reserve margin
requirements.
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PEAKDA(SEP)

r,s,e,t

1$(no SEP _FR, .., )V

(SEP _FR, . .p,/OHR(Z)Y), . p
2
SYOUT(ENT)r,. o o | MOt 2. Bl _TRDELC , , ... ..p |+
s='IMP' ree

(R_TSEPE,,, ..,/ OHR(Z)(Y), . 1)$
Y BI TRDELC . ,

~ r'e,rec,z,'D'
r'e',c

*TE(ENT), ,,/(1+ERESERV |, )*

*R_TSEP,, |$

to transmission losses as well.

Deliverable capacity from non-peaking (PEAK TID) power plants, and grid exchange
link technologies, taking into consideration the reserve margin requirements and the
amount of capacity to be credited to the peaking requirements. The contribution is subject

TE(ENT),,*PEAK(CON), ,,/

2
peela (1+ERESERV ., )*CAPUNIT, ,*R _CAP,, ,

p£PEAK _TID, ,

+

Contribution from peaking only power plants, where the amount to credit to the peak in
a season is a function of the activity of the plant with the explicitly specified peak
duration factor (PD(Z)D), as well as the capacity credit factor (PEAK). The contribution
is subject to transmission losses as well as the reserve margin requirements.

TE(ENT),, *PEAK (CON), ,,/

¥ (onr (Z)Y),...p*(1+ ERESERV r’e’t)*PD(Z)Dr,p’[) *

peela
pePEAK (CON ) _TID rp R — TEZY rt,p,z,'D'

>

as part of grid interchanges.

CONSUMPTION - of electricity by resource options and technologies, and
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Export of electricity occurring during peak times (PEAKDA(SEP)), either annually with
seasonal distribution (either the standard QHR(Z)(Y) splits or fractions specifically
related to the importing over this electricity interchange (SEP_FR)) applied, or via bi-
lateral trade by time-slice. Efficiency losses are applied. Note that if SEP_FR is specified
for only some time-slice(s) it is assumed that no transfer is permitted during those
missing. Similarly, any missing time-slice related to bi-lateral trade also implies that no
trade is permitted (in that direction) during the time-slice.

PEAKDA(SEP) _ *

r,s,t

1$(no SEP _FR, . .p )V

*R_TSEP,, . [$
SEP_FR, ., /OHR(Z)Y), ./ &

2

sV OUT (ENT)x
s="EXP'

r,s,e,t

not Y, BI_TRDELCr,e’r,’e,’C’Z’.D.j+

(R_TSEPE,, ...,/ OHR(Z)(Y), ..;»)$
Y BI TRDELC

r',e',c

] \ ] 1
rer'.e,c,z,'D

Consumption of electricity during peak time as part of supplying another resource. The
annual resource production electricity needs are apportioned into the current time-slice by

QHR(Z)(Y).
PEAKDA (SEP)r,s,,*INP(ENT)rr’S’e’t*
sYOUT(ENT)r,. ¢ o \ R _TSEP
e'ze

Consumption of electricity by a conventional (non externally load managed) process. The
annual process electricity needs are apportioned into the current time-slice by
QHR(Z)(Y).

5 QOHR(Z)(Y )F,W*INP(ENT ) pm’e’t*
peprc R—ACTr,t,p

pEXpr
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Consumption of electricity from the current grid by externally load managed processes,
where the activity of the process (and thus the amount of each commodity consumed) is
directly determined from the level of installed capacity.

INP(ENT )p,., ., *CAPUNIT , ,*CF , ,.*

> +
pEXxpr R . CAP .t p

Transfer of electricity from the current grid to a conventional (non externally load
managed) grid interchange technology, taking into consideration that base load plants
only have daytime variables (to force equal day/night operation).

r,t,p,e,w)$p¢bas *

(NP (ENT e, , , *R_TEZY
z
pemk| (QHR (Z)(Y),,/OHRZ , )*R _TEZY ., ., )8 pebas

pexim

+

Transfer of electricity from the current grid to externally load managed grid interchange
technologies for each time-slice for which a capacity factor (CF(Z)(Y)) is provided.

. INP(ENT e, , . *CAPUNIT 1. *CF(Z)(Y), ., *
pelnk R_CAPr,t,p

pexim

—+

Consumption of electricity as required for a unit of low-temperature heat generation, split
into season/time-of-day based upon the seasonal activity of power plants. [Special
conditions apply to peaking only devices, where only Winter operation is permitted.]

INP(ENT)e, ,, *(OHR (Z)(Y), , /QHRZ | _)*

» P ’ S

pehpl R_THZ otz
pexim

except ((z='S'V'I")A

PEAK (CON ) _TID

rp)

Consumption of electricity by pumped storage facilities at night, based upon the daytime
production.
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> (INP(ENT)c, ,, *TE(ENT)

peEstg
y:VNl

*R_TEZY,, . )|+

r,p,e,t r,e,t

Consumption of electricity by demand devices, taking into consideration demand device
vintaging, shaped according to the season/time-of-day profile of the demand via
DM _FR(Z)(Y).

MA(ENT), ,, *CAPUNIT _*CF,  *

(DM . FR(Z)(Y)r’d’W*DMD _oUTXx r,p,d,t)/
véand | S{ (QHRZ)Y), .op* EFF v pe) *
d R CAPr,t,p${”0t(EFF _1, ,VEFF _ Rr,p:t)}+
R_INV,, SEFF _I,  +
R_RESIDV ,, SEFF _R,_,

2.5.18 MR_GEMLIM(v) MARKAL Matrix, Row 23
Description: The Global EMissions LIMit constraint.

Purpose and To impose a limit on the total cumulative emissions that can be generated over
the

Occurrence: entire modeling horizon by all regions producing (or consuming) the emission
indicator. This equation is generated for each emissions indicator for which a
limit (GEMLIM) is provided.

Units: Tons, or thousand tons or any other unit in which emissions are tracked.

Type: Binding. The equation is a less than or equal to (<) constraint, with all emissions
accumulated from each region in a total emissions variable (R_EM) in all time
period.

Interpretation of the results:

Primal: The level of the emission equation represents the slack (Ievel below the limit
(upper)) imposed of the total emissions from all regions in all periods.

Dual variable: The dual variable (DVR_GEMLIM) of the global cumulative emission constraint
(shadow price) is 0 unless a limit on the cumulative emissions is imposed (on the
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sum of the region emissions variables R TENV) and reached, in which case it
represents the endogenous price of this emission.

Remarks: Only relevant for multi-region models.

GAMS Routine: MMEQUA .REG

MATHEMATICAL DESCRIPTION

EQ#18: MR GEMLIM ,YGEMLIM |

Annual (net) emissions from each region in each time period, summed over all regions
and time periods.

> R_EM . *NYRSPER
- r,tv

i sl

GEML[MV

2.5.19 MR_GEMLIMT(t,v) MARKAL Matrix, Row 24
Description: The Global EMissions LIMit constraint for a Time-period.

Purpose and To impose a limit on the total emissions that can be generated in a period by all
regions

Occurrence: producing (or consuming) the emission indicator. This equation is generated for
each emissions indicator for which a limit is provided for a period (GEMLIMT).

Units: Tons, or thousand tons or any other unit in which emissions are tracked.

Type: Binding. The equation is a less than or equal to (<) constraint, with all emissions
accumulated from each region in a total emissions variable (R_EM) for each
indicator in this time period.

Interpretation of the results:

Primal: The level of the emission equation represents the slack (level below the limit
(upper)) imposed on the total emissions from all regions in a period.

Dual variable: The dual variable (DVR_GEMLIMT) of the global period emission constraint
(shadow price) is 0 unless a limit on the total annual emissions is imposed (on the
sum of the region emissions variables R TENV) and reached. It thus represents
the endogenous price of this emission in a period.
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Remarks: Only relevant for multi-region models.

GAMS Routine: MMEQUA .REG

MATHEMATICAL DESCRIPTION

EQ#19: MR _GEMLIMT |,V GEMLIMT ,

Annual (net) emissions from each region in each time period, summed over all regions.

> R_EM
— Ly
GEMLIMT
V,t

2.5.20 MR_GRSEP(r,t,s) MARKAL Matrix, Row 25

Description:  The inter-temporal GRowth constraint on the expansion of a resource supply
(SrcEncP) option between periods.

Purpose and To impose a limit on the rate at which a resource supply option can expand

Occurrence: (GROWTHTr) between periods. The growth constraint needs a non-zero starting
point (GROWTH_TIDr) from which to expand if the activity is zero initially.
This equation is generated for all time periods for which the growth rate
parameter (GROWTHYr) is provided.

Units: PJ, or any other unit in which commodities are tracked.
Type: Binding. The equation is a less than or equal (<) constraint.

Interpretation of the results:

Primal: The level of the resource growth equation indicates how much growth in a
resource supply option has occurred between two periods.

Dual variable: The dual variable (DVR_GRSEP) of the resource growth constraint (shadow
price) indicates the amount that the energy system would be willing to pay for
one more unit of growth in the resource supply option. A zero dual value implies
that the supply of the resource has not reached the limit imposed on the rate of
growth between two periods. The value is negative when the primal equation is
tight, and the system desires more of the resource in the current period.
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Remarks: The initial potential level of production from the resource option
(GROWTH_TIDr) needs to be provided as a maximum starting level or “seed” in
case the resource supply option has not yet been tapped.

GAMS Routine: MMEQGRS.INC

MATHEMATICAL DESCRIPTION

EQ#20: MR _GRSEP, ,YGROWTH;

r,s.t

Supply of a resource in the previous period, with annual growth rate adjusted to a period

rate according to the number of years in the period (NYRSPER) to establish the current
limit.

[—(GROWTHr r.s.t ** NYRSPER )*R _ TSEPr,t—l,s ] +

Supply of the resource in the current period.

R TSEP
- r,t,s

Initial permitted level for a resource to “seed” the growth constraint. Needed if the
resource option was not used in the previous period.

GROWTH _TIDr,

9

2.5.21 MR_GRTCH(r,t,p) MARKAL Matrix, Row 26

Description:  The inter-temporal GRowth constraint on the expansion of total installed capacity
of a TeCHnology between periods.

Purpose and To impose a limit on the rate at which total installed capacity can expand
(GROWTH)

Occurrence: between periods. The growth constraint needs a non-zero starting point
(GROWTH_TID) from which to expand if the technology has not yet been

deployed. This equation is generated for all time periods for which the growth
rate parameter (GROWTH) is provided.

Units: GW, PJa, or any other unit in which capacity is tracked.
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Type: Binding. The equation is a less than or equal (<) constraint.

Interpretation of the results:

Primal: The level of the technology growth equation indicates how much growth in a
technology has occurred between two periods.

Dual variable: The dual variable (DVR_GRTCH) of the technology growth constraint (shadow
price) indicates the amount that the energy system would be willing to pay for
one more unit of growth in the total installed capacity of a technology. A zero
dual value implies that the increase in capacity between two periods has not
reached the level imposed by the growth limit. The value is negative when the
primal equation is tight, and the system desires more of the technology in the
current period.

Remarks: The initial capacity level of the technology (GROWTH_TID) needs to be
provided as a maximum starting level or “seed” in case the technology has not

yet been deployed.

GAMS Routine: MMEQGRT.INC

MATHEMATICAL DESCRIPTION

EQ#21: MR_GRTCH,, ,YGROWTH,

r,p.t

Total installed capacity in the previous period, with annual growth rate adjusted to a
period rate according to the number of years in the period (NYRSPER) to establish the
current limit.

[—(GRO WTH, , **NYRSPERY'R_CAB, , 1 |+

Total installed capacity in the current period.

R CAP
- nLp

Iy

Initial permitted level for a technology to “seed” the growth constraint. Needed if the
technology was not installed in the previous period.

GROWTH_TID,

5
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2.5.22 MR_GTRD(r,9) MARKAL Matrix, Row 27

Description:
the

Purpose and
Occurrence:

Units:

Type:

The Global TRaDe of a commodity (g = enc, mat or env) among all regions in
model.

To allow for trading in a globally available commodity between all regions in the
model. The equation ensures the balance between all producers (‘EXP’) and
consumers (‘IMP’) of each globally traded commodity. This equation is
generated in each time period beginning from the initial trading period
(TRD_FROM) and for which some region produces or consumes the commaodity.

PJ (energy), Mton (materials or emissions), M$ (permits) or any other unit in
which a commodity is tracked.

Binding. The equation is an equality (=) constraint.

Interpretation of the results:

Primal:

Dual variable:

Remarks:

The level of the global trade constraint indicates the amount by which the trade is
out-of-balance in a period. If non-zero the constraint, and thus model, is
infeasible.

The dual variable (DVR_GTRD) of the global trade constraint (shadow price)
indicates the amount that the energy system has to pay for a unit of that trade. A
zero dual value implies that there is no cost associated with producing and
delivering the traded commodity, which is highly unlikely. The value is negative
when the primal equation is tight, and indicates how much lower the objective
function would be if one more unit of trade was permitted.

Flows into individual regions may be limited by the TRD BND parameter.

GAMS Routine: MMEQUA.REG

MATHEMATICAL DESCRIPTION

EQ# 22

: MR_GTRD, ,¥t>TRD _FROM,,

1.

Imports (SIGN = +1) and Exports (SIGN = -1) of a globally traded commodity into/from
each region. A region based conversion factor (REG_XCVT) may be applied, defaulted to

rytagaie )

>'(SIGN, * REG_XCVT,*G_TRD,

r,ie
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2.5.23 MR_HPKW(r,t,e,2) MARKAL Matrix, Row 28

Description:

Purpose and

Occurrence:

Units:

Type:

The low-temperature Heat (Ith) PeaKing constraint ensures that there is enough
capacity in place to meet the heating demand during the Winter, or the season set
by the analyst for the heating/cooling grid (heatcool).

The heat peaking constraint ensures that there is enough capacity in place to meet
the

heating demand during the season designated by the analyst. It takes into
consideration an estimate of the level above the demand that corresponds to the
actual peak moment plus a reserve margin of excess capacity (HRESERV
includes both), to ensure that if some plants are unavailable the highest demand
for heat can still be met. This equation is generated for all time periods and for
the heat/cool seasons (z=heatcool), during which some demand device consumes
heat.

PJ, or any other unit in which heat is tracked. Note that although the constraint is
thought of in terms of capacity, it is actually modeled in energy units.

Binding. The equation is a greater than or equal (>=) constraint for the (heatcool)
season.

Interpretation of the results:

Primal:

Dual variable:

Remarks:

The level of the low-temperature heat peaking equation represents the slack or
excess capacity over and above the amount required based upon the highest
demand, plus the heating reserve (HRESERV) margin provided by the analyst.
Under normal circumstances there would be no slack as the energy system should
incur a cost for an additional unit of capacity above the minimum level required.
If there is slack the user should check the residual capacity levels (RESID) to
ensure that they properly reflect the level in place prior to the modeling period,
and review the value of the HRESERYV parameter (remembering that is has a
dual role of estimating both how much above the level of highest average heat
demand the peak moment is, plus the traditional requirement for extra ‘just in
case’ capacity).

A zero dual value implies that the available capacity exceeds the requirements
imposed by the constraint. The value is negative when the primal equation is
tight, which is normally the case, and indicates how much the objective function
would be lowered if the reserve constraint was one unit lower.

As already noted, the low-temperature heat peaking constraint is highly
dependent upon the reserve margin (HRESERYV), which is usually substantially
above that of a traditional utility reserve margin. Only demand devices (dmd) can
consume low-temperature heat. Note also that the analyst can set the season in
which the peaking constraint is to be modeled so that the “heating” grid may be
used as a “cooling” grid in hot climates (e.g., Middle East).

GAMS Routine: MMEQHPK.INC
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MATHEMATICAL DESCRIPTION

e€lthnze HEATCOOL, , N
Y MA(ENT)

pedmd

EQ#23: MR _HPKW,,,V

r’pﬁth

Contribution from conventional (non externally load managed and non peaking only)
heating plants and grid interchange technologies, where the amount to credit to the peak in
a season is a function of the installed capacity of the plant taking into consideration the
capacity credit factor (PEAK) as well.

. PEAK(CON), ,,/(+HRESERV, , )*
pehpl CAPUNIT, ,*R_CAP,, |

pexim
pePEAK(CON) _TID

r,p

Contribution from peaking only heating plants, where the amount to credit to the peak in a
season is a function of the activity of the plant with the explicitly specified peak duration
factor (PD(Z)D), as well as the capacity credit factor (PEAK).

PEAK (CON), ,,/

5 (orrz , *(+ HRESERV ret)*PD(Z)Drp,)

pehpl
pePEAK (CON ) _TID rp R — THZ rt,p,z

Contribution from coupled heat and power pass-out turbine plants, taking into
consideration the reserve margin requirements and the amount of capacity to be credited
to the peaking requirements, as well as the distribution efficiency.

PEAK(CON)
s |lcen@z)

pecpd
ELMr’p R—CAPr,t,p

*CAPUNIT,. ,* ELM , ,TRNEFF(Z)(Y ) Dt
noop M+ HRESERV . .,) *PD(Z)D, )

r,p,t

Contribution from coupled heat and power back-pressure turbine plants, taking into
consideration the reserve margin requirements and the amount of capacity to be credited
to the peaking requirements, as well as the distribution efficiency.
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/

r,p,z,'D',t

PEAK (CON), , *CAPUNIT . ,*TRNEFF (Z)(Y)
5 P

per | (REH (2)(Y), *(1+ HRESERV ,.,))*R _CAP .,
REH r p

>

Transfer of heat from the current grid to conventional (non externally load managed) grid
interchange technologies.

s (INP(ENT)e, . *R THZ,, )|+
pehlk - H P

pexim

r,p,e,t

Transfer of heat from the current grid to externally load managed grid interchange
technologies for each time-slice for which a capacity factor (CF(Z)(Y)) is provided.

. INP(ENT e, , , *CAPUNIT ,,*CF(Z)(Y), ,..*
pelnk R_CAP Ftp

pexim

+

Consumption of electricity by demand devices according to the amount of electricity
needed per unit output (a function of the market share of electricity to the device
(MA(ENT)) and the device efficiency (EFF)) and the seasonal/time-of-day shape
(DM_FR) of the demand load being serviced by the share of the output from the device to
the sector (DM OUTX), as well as the loss on the heat grid.
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MA(ENT), ,, *CAPUNIT _ *CF, , *

r’pieit

(oM _FRZ)Y), . *DM _OUTX ., )
(oHRZ , *EFF, , *DHDE(Z), . )*
s|(R_cap,, SpolEFF 1, vEFF R J+

pedmd | d,y
R_INV,, SEFF I, +
R_RESIDV ,, SEFF R,
2.5.24 MR_LIM(r,t,p,e) MARKAL Matrix, Row 29
Description:  For flexible output “mixing” process (LIMIT) the constraint that controls the

Purpose and

Occurrence:

Units:

Type:

levels of the individual outputs according to the maximum level provided by the
analyst for each commodity produced (OUT(ENC)p) from such processes.

For flexible output “mixing” processes this constraint ensures that the output of
the

individual commodities (R_LOUT) does not exceed their maximum permitted
share (OUT(ENC)p). This equation is generated for all time periods for which
the flexible process (LIMIT) produces the commodity (OUT(ENC)p).

PJ, or any other unit in which commodities are tracked.

Binding. The equation is a less than or equal (<=) constraint.

Interpretation of the results:

Primal:

Dual variable:

Remarks:

The level of the limit equation indicates how much below the maximum
permitted production of a commodity a process is actually outputting.

The dual variable (DVR_LIM) of the limit constraint (shadow price) indicates
the amount that the energy system would be willing to pay for one more unit of
the commodity from the flexible process. A zero dual value implies that this
commodity is not driving the actual operation of the process. The value is
negative when the primal equation is tight, and the system desires more of the
commodity from the process. It may be worth examining the maximum output
share for such limited commodities to determine whether a bit more of the most
desired commodity/commodities can be squeezed out of the flexible process.

This equation works in tandem with the overall limit constraint (MR_PBL) that
ensures that the total output from a flexible process does not exceed its overall
efficiency (LIMIT). Note that the output share (OUT(ENC)p) for all non-LIMIT
processes fixes the share, and thus the sum of all OUT(ENC)p is the overall
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efficiency of the process. But for these flexible processes the individual shares
(OUT(ENC)p) represent the maximum and thus they may sum to more than 1.

GAMS Routine: MMEQLIM.INC

MATHEMATICAL DESCRIPTION

LIMIT, ,, A
EQ#24: MR_LIM .., Y| oy v

r,p,e,t

Level of the current commodity from a flexible limit process.

R LOUT —
- rit,p,e

Maximum share of the total output from a conventional (non externally load managed)
limit process of the current commodity.

OUT(ENC)p,,,p,e,t >’<R_ACT,,,t,p $(not pexpr)—

Maximum share of the total output from an externally load managed limit process of the
current commodity.

OUT (ENC)p,. , o *CAPUNIT . *CF,. , /*
$(pexpr)
R_CAP,., ,
<l
2.5.25MR_OBJ MARKAL Matrix, Row 30

Description: The multi-region OBJective function of Standard MARKAL. As discussed in
section 1.3, the OBJective of MARKAL is to minimize the discounted total
system cost of all regions together over the entire horizon, expressed in common
monetary units. The total discounted cost is the addition of the regional total
discounted costs (see PRICE(r)). By using the total discounted cost as objective

function, the perfect foresight MARKAL model can implement optimal trade-offs

of costs incurred in different periods, in contrast with time-stepped models that
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optimize each period’s cost separately, as for instance the SAGE model (see
PART III).

Purpose and The objective function expression is equated to the variable R_ TOTobjZ, which
in turn Occurrence: is minimized by the optimizer. For details pertaining to the cost
components, see
MR _PRICE(r), representing the total discounted system cost for each region.
This equation is generated only once.

Units: Million 2000 USS$, or any other unit in which costs are tracked. Note that a
regional monetary conversion factor (REG_XMONY) may be applied if different
monetary units are used for the various regions.

Type: Binding. The equation is actually constructed as a balance equation that equates
(=) the total cost to a single variable across all regions (R TOTobjZ) that is
minimized by the solver.

Interpretation of the results:

Primal: The value of the minimum cost for all regions together, expressed in a single

monetary unit, as a discounted present value in a user chosen year.

Dual variable: The undiscounted dual value is equal to 1.

GAMS Routine: MMEQUA.REG

MATHEMATICAL DESCRIPTION

EQ#25: MR OBJ

Regional producer/consumer surplus, with optional monetary conversion factor applied.
[For MARKAL R _objZ is the regional minimized total discounted system cost.]

> (REG _XMONY,*R_TOTOBJ,)

r

=

Objective function variable to be minimized by the solver.

R _TOTobjZ
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2.5.26 MR_PBL(r,t,p) MARKAL Matrix, Row 31

Description:

Purpose and

Occurrence:

Units:

For flexible output “mixing” Processes this Balance constraint Limits the sum of
all the outputs (OUT(ENC)p) from such a process to ensure that they are
compatible with the overall efficiency of such processes (LIMIT).

To ensure that the sum of all outputs from a flexible “mixing” process respects
the

overall efficiency of that process. For such processes a variable is created for
each individual output commodity (R_LOUT), limited to a maximum share
(OUT(ENC)p) of the process activity (R_ACT), which are then summed here.
This equation is generated for all time periods for which the flexible process
(LIMIT) produces the commodity (OUT(ENC)p).

PJ, or any other unit in which commodities are tracked.

Interpretation of the results:

Primal:

Dual variable:

Type:

Remarks:

The level of the process balance equation indicates how much below the
maximum combined output from a flexible process the total output is.

The dual variable (DVR_PBL) of the process balance constraint (shadow price)
indicates the cost pressure on the operation of a flexible plant. A zero dual value
rarely occurs unless there is no cost associated with the commodities consumed
by the process. The value may be positive or negative.

Binding. The equation an equality (=) constraint.
This equation works in tandem with the individual flexible output commodity

limit constraint (MR _LIM) that ensures that no commodity output rises above
the maximum output of the commodity (OUT(ENC)p).

GAMS Routine: MMEQPBL.REG

MATHEMATICAL DESCRIPTION

EQ# 26

MR _PBL,, ,¥(p e pre A LIMIT, , )

Overall efficiency of a flexible limit process applied to the total activity of conventional
processes or the activity derived from the capacity for externally load managed processes.

LIMIT *

r’p’t

R _ACT,, ,S(pgxpr)v -
(capuniT | *cF,  )*R _cap,, |spexpr

Sum over all the commodities produced from a flexible process.

286




3 (r_rour,,.)

r,t,p,e

0

2.5.27 MR_PRICE(r) MARKAL Matrix, Row 32

Description: The regional equation corresponding to the discounted total system cost of each
region over the entire horizon. This is the addition of (properly discounted)
annualized total period’s costs of a given region.

Occurrence: An equation is generated for each region.

Units: The monetary units used in each region.

Type: Binding. The cost expression is equalized to the variable ?7?

Interpretation of results:
Primal: the value of the total global discounted cost for each region at optimal.
Dual: of no interest

GAMS Routine: MMEQPRIC.INC

MATHEMATICAL DESCRIPTION

EQ#27:MR_ PRICE,

Scale factor to adjust the magnitude of the objective function.

GobjZscal* <

Discounted cost of supplying domestic resources, plus any delivery costs
associated with ancillary commodities, according to the level of the resource
activity.
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PRI_DF . *

COST y s ¢+
3 INP(ENT)rr,S’ev,l*
t,s€tpsep e'cINP(E]%T)Vr ey DEL]V(ENT)I”,’S,ev’t
xz'IMP\/'EXP' T
e¢(enuv _R—TSEPr,t,s
ecvlth)

Discounted cost of imports and exports, plus any delivery costs associated with ancillary
commodities involved in the import/export process, according to the level of the resource
activity. Note that if the trade is expressed as bi-lateral trade then any resource supply cost
(COST) is ignored and only the transport/transaction cost applied. Also, if importing

electricity then transmission and distribution O&M costs are incurred.

| PRI _DF . *
COST ; s.¢$not BI TRDENT +
sk bladh ) +
SIGN x BI _TRDCST,. ; $BI _TRDENT
ecelcn
z (ETRANOM r’e’l‘+EDISTOMr’e’t)$ —'[MP'
t,sEtpsep X=
INP(ENT)r,. ¢ o +*
z biagh ) 2
eg¢(enuv ¢ cINP(ENT)r,. ¢ o1 DELIV(ENT)I”,’S’Q'J
ecvvith) T
R_TSEP,. ,

| )

T

Discounted cost of imports and exports of electricity by time slice, according to
the level of activity. Any bi-lateral, time-sliced transport/transaction cost is applied
here, and any other delivery or transmission and distribution costs are captured in

the above expression.
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PRI_DF, *SIGN *BI_TRDCSTE,; .*

> +
tL,sCitpsep,w R—TSEPEr,t,S,W

x="IMP\'EXP'
ecelc
| BI _TRDELC

Discounted transaction cost associated with a globally traded commodity in the
current region.

PRI _DF, *TRD _COST
- > r.e,t
> +
ee(ent\/envvmat)/\ R_GIRD
G _TRADE,
x='"IMP\'EXP'

| (>TRD _ FROM

r,t,e,x

Stockpile credit in the final period.

_PRI_DFr,tlast*COST —TIDV S*
> T
sc'STK' R _TSEP r,tlast ,s

| 1PSeP flast s
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Discounted fixed operating and maintenance costs for conventional (non-externally load
managed) process and conversion technologies as a function of the total installed capacity.
[For externally load managed technologies the FIXOM is included when determining the
total operating costs (below).]

PRI DF’,t*FIXOM *
> - > r,p,t .

‘8 (etppre ngxpr v R_CAP ., 4
" (etpcon Agxim)

Discounted variable operating and maintenance costs, plus any delivery costs associated
with the consumption of commodities, for conventional (non-externally load managed)
processes as a function of the total process activity.

PRI _DF, /*
VAROM y, p 1+
5 5 (INP(ENT)p,. e "DELIV(ENT)r,. p,e,t) *
tL,peprc ecINP(ENT)pr,p,e,t
pexpr R_ACT,,

P

Discounted variable operating and maintenance costs, plus any delivery costs associated
with the consumption of commodities, for conventional (non externally load managed)
electric power plants as a function of the time-sliced generating activity. The transmission
and distribution O&M costs are added on top of the plant operating costs. [Special
conditions apply to base load and storage facilities, as well as peaking only devices: base
load and storage plants only have daytime variables (to force day=night generation for base
load plants, and night consumption of electricity to be a function of the daytime dispatch of
the storage plants) and peaking only devices are only permitted to operate during the day in
the Summer/Winter.]
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2
t, petpela, pexlm,w

except pe(basUstg)A

(z='N")

except(z='I'Vy='N")A

PEAK(CON) _TID

r,p

PRI_DF, *

2
ecINP(ENT)c

R_TEZY,, .,

(INP(ENT ), o (*DELIVENT),. o )

r,p,e,t

VAROM,. ,, i+ ¥ ELCOM

r,p,e,t
ecelc

Discounted variable operating and maintenance costs, plus any delivery costs associated
with the consumption of commodities, for conventional (non-externally load managed)
heating plants as a function of the seasonal generating activity. The transmission O&M
costs are added on top of the plant operating costs. [Special conditions apply to peaking
only devices, where only Winter operation is permitted.]

)3
t,petphpl, pexim,z

except (z="I'V'S")A
PEAK(CON) _TID,,

p_

PRI _DF . *

2

ecINP(ENT)C, , o

R THZ

r,t7p)Z

(vpENT ), e DELIV(ENT),. el

VAROM ., 1+ Y DTRANOM y e
eclth

Discounted variable operating and maintenance costs, plus any delivery costs associated
with the consumption of commodities, for coupled heat and power pass-out turbines as a
function of the time-sliced generating activity. The transmission and distribution O&M
costs for both electricity and heat are added on top of the plant operating costs. [Special
conditions apply to base load that have only daytime variables (to force day=night
generation for base load plants. ]
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PRI_DF . *

) (]NP(ENT)cr’ et PELIV(ENT), p,e,t)"L
5 ec INP(ENT)cr,p,eJ
t,petpcpd ,w +(1—ELMr,p,z)*ELCOMr,p,e,t + X DTRANOMy e+ VAROM,,,pJ

eclth

pEELMr,p,t %k
CEH(Z)(Y)r,p’W,z/ELMr,p,t R_TCZYHr,t,p,W

except(y='N'AL

eebas)

Discounted fixed and variable operating and maintenance costs, plus any delivery costs
associated with the consumption of commodities, for demand devices as a function of the
total installed capacity, and the operation (dictated by CF) thereof.

PRI _DF, *

FIXOM . p,z+(CAPUN1Tr, p*CFp, p,t)*

5 MA(ENT)r,p,e,t/EFFr,p,t*
+
ec MA(ENT),. pet DELIV(ENT)r,p,e,t *
Z 2 2% +
t,petpdmd i VAROM y, p,t ]
R_CAP, , p${not(EFF_Ir » VEFF _R, » t)}+
R_INV ., p$EFF_Ir » i+
R _RESIDV ., p$EFF_Rr Dt

Discounted fixed and variable operating and maintenance costs, plus any delivery costs
associated with the consumption of commodities, for externally load managed processes
as a function of the total installed capacity, and the operation (dictated by CF) thereof.
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PRI_DF, *
FIXOMr,p’t+(CAPUNITr,p*CFF,p,t)*

i INP(ENT)p,. ) o /*

2 2 DELIV(ENT) L
t, petppre eCINP(ENT)pr’p’e’t v, D,e,t

pexpr | VAROM ., ,

R _CAP

r,t,p

Discounted fixed and variable operating and maintenance costs, plus any delivery costs
associated with the consumption of commodities, for externally load managed power
plants as a function of the total installed capacity, and the operation (dictated by
CF(Z)(Y)) thereof.

PRI _DF . /*

FIXOM y p t+2 (CF (Z2)(Y),. p,w,t*QHRr’W) *CAPUNIT y, p*
w

¥ > (INP(ENT)cr, p,e’t*DELIV(ENT )r, p,e,t)+ %
t, petpeon| \ | €SINP(ENT)C,. , N
pexim VAROM r,p,t+ELC0Mr,p,e,t $peela+LTHOMr’p’e’t $pehpl
R_CAP,, ,

Discounted investment costs associated with new investments. The calculated discounted
investment cost (PRI INV) consists of the actual investment cost (INVCOST), as well as
electricity transmission and distribution system investment costs if appropriate (see
below), taking into consideration the capital recovery factor (CRF), as determined by the
lifetime (LIFE) and discount rate (DISCOUNT and DISCRATE if technology based). In
addition, the salvage value of the technology is accounted for as well. See below.

> (PR[ _INV .y ,*R_INV r’t’p) -

t, pEetptch P

Discounted emission taxes or other costs associated with the level of an emission
indicator.
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z(PR] _DF, *ENV_COST

t*R_EMr,t,vj :
t,v

9

Discounted taxes and subsidies associated with particular commodities, and the
consumption and/or production thereof.

5 (PR] _DF, *TSUB_COST _ *R_TXSUB

r,t,txsj "
t,ixs

Discounted costs associated with growth or reduction in demand as a function of the
elastic demand own price elasticity and variation as represented by a step curve.

PRI DF ., *MED—-BPRICE *
-t r.d,t

1+
sk
- {(MED—VARr,d,b,;/MED—STEPr,d,b,t*(u—-5))} $h="UP'+

MED-STEP(BD),. g py1 1/ MED-ELAST .4 1)
2
b.du=1t

1—

sksk
{(MED—VARr,d,b,t/MED—STEPr,d,b,t*(“_-5))} $b='LO'
(I/MED—ELASTr,d,b,;)

R_ELASTyt,d bu

If the balance equation is to be formulated as a slack equality constraint, where the slack
cost is provided (SLKCOST), then include the slack variable discounted.

PRI DF . *SLKCOST *
-t r.e.t

2
t,e€SLKCOST r ¢ 1 {R B SLKENCr,t,e+ZR B SLKLTHr,e,t,zJ
z

R objZ(r)
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Where SIGN
ELCOM

LTHOM
back-

ELCINV

LTHINV

CRF

FRACLIFE

FRLIFE

= -1 for x="EXP’; otherwise 1

_if (e celcnpe ela) then
EDISTOM ¢ s+
(ETRANOM ret$(pc cen)J ;

0$(p e stg)
—if [eelth/\p e(p ecpd/\cen)]andpisa

pressure turbine ( REH ) then
DTRANOMjy ¢t /REH, r,p; 0 otherwise

_if (e €elcnpe ela) then
EDISTINV y ¢ tS(p#stg)+

ETRANINV y ¢+ $(p < cen)
=if e € Ith

it P € hplien DTRANINV; ¢ 1
i pelp ecpd/\cen)
if pEREHr’p’t then
\DTRANINV ¢ 4/ REH p 1)

else
DTRANINV y ¢ t*
ELMr’p’l‘ /CEHr’p’W’l‘

otherwise

0

= where x=1/(1+DISCOUNT or DISCRATE), and
then CRF={1-x}/{1-x""*}

= 1 if LIFE is a multiple of the number of years per
period (NYRSPER),
otherwise
(years in last period of LIFE/NYRSPER)
= 1 if LIFE is a multiple of the number of years per
period (NYRSPER),
otherwise
1 if current period is not the last (fractional
period)
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otherwise
CREF adjustment for the fraction of the
period

NYRSPER
> [(1+DISCOUNT y*(1—ord (yrs))] )/

yrs=1
<(1 + DISCOUNT )** >
(—~ STARTYRS + NYRSPER *(ord (t)—1))
CRF ¢, p*FRACLIFE y p*

(1/(1+ DISCOUNT )y#*
(~STARTYRS +NYRSPER *(ord (t)-1))

PRI_DF,

PRI_DISC,,

INVINV,, = (INVCOST 1, p 1+(ELCINV +LTHINV ))

The salvage component of the investment variable accounts for stranded capacity still in
place at the end of the modeling horizon, as well as any sunk material (and nuclear fuel).
It must be adjusted for any technology-based discount (hurdle) rate.

ord(1)+ LIFE p—
SALV INV,, $ =

card(t)-1
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INV _INV_ +

SAL _REL , *

OUT (MAT) _TIDc ,+

5 OUT(MAT) _TIDp ,+ |« |4
eeSAL _REL . ($ \ | MO(MAT) TID
[(ord (t)+ LIFE p~
card (t))>0]

p

1+ DISCOUNT ) **
— NYRSPER * LIFE p)

SAL _SNK , ,*

INP(ENC) _TID ,+
INP(MAT) _TIDc ,+

. INP(MAT) _TIDp ,+

eeSAL _SNK o, \ | MA(ENC) _TID ,+

MA(MAT) _TID ,

NYRSPER

((HDISCOUNT ) **]
Secenu

DISCRATE ,
(— NYRSPER *(ord (t) + LIFE, - card (t)—1))
[(1+ DISCOUNT $not DISCRATE , + .
DISCRATE , /
| (NYRSPER *(card (t) +1-ord (t)))
' 1+ DISCOUNT $not DISCRATE ) _
1-| | DISCRATE,
(— NYRSPER * LIFE))

PRI_DISC, *
) (INV_ INV, ,=SALV _INV

I [1+DISCOUNT $not DISCRATE,HJ x
1- /

PRI_INV, )
tL,p
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2.5.28 MR_REGELC(r,t,s) MARKAL Matrix, Row 33

Description:

Purpose and

Occurrence:

Units:

Type:

The REGional ELeCtricity trade constraint maps the time-sliced import or
export of electricity by a region, to the conventional annual electricity
import/export variable (R_TSEP).

In order to link bi-lateral time-sliced electricity trade into the parts of MARKAL
that

are not time-slice dependent (e.g., the objective function, emissions accounting)
the individual season/time-of-day trade variables (R TSEPE) are summed to the
annual electricity import/export variable (R_TSEP). This equation is generated in
each time period from the first period the resource option is available.

PJ, or any other unit in which electricity is tracked.

Binding. The equation is an equality (=) constraint.

Interpretation of the results:

Primal:

Dual variable:

Remarks:

The level of the regional electricity trade constraint indicates the amount by
which the time-sliced electricity trade does not match up with the associated
annual import/export variable. If non-zero the constraint, and thus model, is
infeasible. This may be due to some conflicting limits in the regions involved
imposed on the annual import/export variables.

The dual variable (DVR_REGELC) of the regional electricity time-sliced trade
constraint (shadow price) indicates the pressure on the system to supply one
more/less unit of electricity trade. A zero dual value implies that there is no cost
associated with producing and delivering the commodity, which is highly
unlikely. The value may be positive or negative.

Note that this constraint works in tandem with the MR_BITRDE constraint that
links the time-sliced electric trade variables between the two regions involved.
This constraint ties the bi-lateral time-sliced electricity trade variables
(R_TSEPE) to the annual variable (R_TSEP). The former appear directly in the
time-sliced electricity constraints (MR_BALE1/2, MR _BAS, MR_EPK) instead
of the latter when used.

GAMS Routine: MMEQUA .REG

MATHEMATICAL DESCRIPTION

EQ#28: MR _REGELC,, Vs € ipsep A
s < (IMP'EXP + e = elc + ¢) A

v BI TRDELC,.,,...)

r,e.,r,e,c,w

" (BI _TRDELC

. "ol
r.e,r,e,c,w

r'e'\w

Standard annual resource supply option corresponding to electricity import/export.
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R_TSEP, -

r,l,S

Bi-lateral, time-slice electricity trade summed over each time-slice.

> (R_TSEPE,, )

r,t,s,w
w
Where bi_trdelc = bi-lateral time-sliced electric trade options
tpsep = 2-tuple indicating the periods (from START) that a
resource supply options is available in a region
2.5.29 MR_SRM(r,t,p,2) MARKAL Matrix, Row 34

Description: The Seasonal Resevoir Management constraint on hydro plants.

Purpose and To impose a limit on the activity from a hydroelectric plant based upon available
Occurrence: capacity (of the reservoir) in a season. This equation is generated for all time
periods and each season for which the maximum seasonal reservoir availability is

specified (SRAF).
Units: PJ, or any other unit in which commodities are tracked.
Type: Binding. The equation is a less than or equal (<) constraint.

Interpretation of the results:

Primal: The level of total seasonal activity from a hydro plant for which reservoir limits
have been specified.

Dual variable: The dual variable (DVR_ARM) of the seasonal reservoir constraint (shadow
price) indicates the amount that the energy system would be willing to pay for
one more unit of seasonal activity from such hydro plants. A zero dual value
implies that the technology has not reached the limit imposed. The value is
negative when the primal equation is tight, and the system wants to use more of
the technology in the current period.

Remarks: Only for non-externally load managed plants.

GAMS Routine: MMEQSRM.INC
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MATHEMATICAL DESCRIPTION

pEhdenSRAFE . A

r’p7Z)t

EQ#29: MR SRM , .
- Py (notxlmr’p)/\ notZAF(ZaY)r,p,wat

The amount of the seasonal (reservoir) capacity available.

~CAPUNIT, ,*SRAF, *OHRZ,. *R_CAP, ; ), ] +

aP:ZJ

The day (‘D’), plus when not base load the night (‘N”), electricity generation from hydro
plants subject to seasonal reservoir availability.

R_TEZY, , iy
R_TEZY_, N,$(n0t bas )
<
0
2.5.30 MR_TENV(r,t,v) MARKAL Matrix, Row 35

Description: The Total amount of an ENVironmental indicator (emissions) generated in each
period from all sources (resources and technologies).

Purpose and The environmental equation tracks all sources of emissions from resources and

Occurrence: technologies and accumulates the total level of emissions in each period. For
each source of emissions the analyst associates the emissions rate with some
aspect of the technology, that is overall activity of resource options or
technologies (ENV_SEP, ENV_ACT) or time-sliced activity for conversion
technologies (ENV_TEZY, ENV_TCZY, ENV_HPL) if desired, installed
capacity (ENV_CAP), or new investment (ENV_INV). The model then applies
the emission rate directly to the associated variable (R_TSEP, R ACT, R TEZY,
R TCZYH, R HPL, R_CAP, R_INV) respectively. The net sum of all the
emissions is accumulated in variable (R_EM) for each period. This equation is
generated in all time periods during which some resource option or technology
produces the environmental indicator.

Units: Tons, or thousand tons or any other unit in which emissions are tracked.
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Type: Binding. The equation is an equality (=) constraint, with all emissions
accumulated in a total emissions variable (R_EM) for each indicator in each
period. Note that to limit total emissions in a period a bound is applied to the
R_EM variable.

Interpretation of the results:

Primal: The interpretation of the level of the emission equation depends upon whether a
limit is imposed upon the total emissions variable or not. If so, it represents the
slack (level above/below) the limit (lower/upper) imposed on the total emissions
variable. If there is no limit imposed then the constraint will always balance to 0.

Dual variable: The dual variable (DVR_TENV) of the emission constraint (shadow price) is
normally 0, unless a limit on emissions is imposed (on variable R_ TENV) and
reached, in which case it represents the endogenous price of this emission.

Remarks: When using the standard technology-based emissions coefficients for activity
related emissions the analyst must remember that the parameter is applied to the
output variable of the technologies. This being the case any efficiency loss
associated with the technology needs to be embedded in the parameter to properly
account for emissions based upon the amount of the source commodity
consumed, while taking into consideration the nature of the way the commodity
is used where appropriate. An alternative is to employ the commodity-based
emission accounting parameter (ENV_ENT), that uses the internally calculated
balance equation coefficient (see MR_BAL for the components of the BAL x
parameter referenced here) and applies that to the ENV_ENT entry for each
technology. Note that ENV_ACT takes precedence over ENV_ENT when
explicitly specified. Also, for exports or processes that serve as emission sinks
(e.g., sequestration) or are emission reduction options (e.g., a scrubber for which
the emissions have already been included in the emission accounting constraint),
the analyst needs to enter a negative emissions indicator.

GAMS Routine: MMEQTENV.INC

MATHEMATICAL DESCRIPTION

EQ#30: MR_TENV

Annual production of the current emission indicator as a function of the level of activity
of resource supply options, including consumption where exports are subtracted from the
balance.

’tﬂv

5 (SIGN *ENV _SEP,  *R_TSEP,, )|+

sVENV _SEP

7,8,V,t
r,s,v,t

Annual production of the current emission indicator as a function of the level of activity
of resource supply options, where exports are subtracted from the balance, according to
ENV_ENT. Note that SIGNx is embedded in the balance coefficient.
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ENV _ENT. *

r,v,e,t
» BAL _TSEP,,, * (ot ENV _SEP, )|+
SVENV _SEP,. ¢\, ¢ o/ o .
eeOUT(ENT)rr,S,eJ R — TSEPVJ,S

Annual production of the current emission indicator as a function of the consumption of a
commodity as part of a resource supply options according to ENV_ENT.

ENV _ENT, *

r,v,e,t
5 BAL _SENT,, * St ENV _SEP__ )|+
SYENV _SEP, ;A o o
CeINP(ENT)r,. o R_TSEP,,

Import or export of a globally traded emissions (or permit).

veg trade A
(Z S[GN ie*R — GTRD r,t,v,ie)$

t2TRD _ FROM

All technologies for which the ENV_ACT parameter is provided are included in the
associated emissions constraint based upon activity level of the technology. However, as
noted below there are quite a few different ways the parameter needs to be applied
depending on the nature of the technology. But basically what is done is to use the internal
activity parameter calculated for the technology that takes into consideration both the
technical data describing the relationship between capacity and activity (e.g., CAPUNIT,
AF/CF), as well as the nature of the technology (e.g., baselaod, externally load managed),
and apply it to the appropriate variable.

Production of the current emission indicator based upon activity from conventional (non-
externally load managed and non-LIMIT) processes.

z(ENV_ACT *R_ACT )+

r,p,v,t rt,p
PEprc

pEXpr

Production of the current emission indicator based upon activity from conventional (non-
externally load managed and non-LIMIT) processes, according to the ENV_ENT
algorithm. [Note, the LIMIT criteria only applies for output flows (OUT(ENT)p).]
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ENV _ENT ., *BAL _ACT . *
R_ACT, Slnot LIMIT ., V) |8
> R_LOUT ,,  SLIMIT . p. +
DEprc, pEXpr At'A
ENV _ACT ropwitY

[JNP(ENT)p, e tv}
€

not
OUT (ENC)p, p, ot ENV _ ENTXio , ,,

Production of the current emission indicator based upon the level of activity from
externally load managed processes, where the activity of the process (and thus the amount
of each emission produced) is directly determined from the level of installed capacity by
means of a fixed capacity factor.

(ENV_ACT *CAPUNITr,p *CFr,p,tj

r,p,v,t

2

DEXpY

*R_CAP,, ,

Production of the current emission indicator based upon the level of activity from
externally load managed technologies, where the activity of the process (and thus the
amount of each emission produced) is directly determined from the level of installed
capacity by means of a fixed capacity factor, according to the ENV ENT algorithm.

ENV_ENT. *
G ENV_ACT,, v
D BAL_CAP,,,,, * $yno +

" “p ENV_ENTXio,
DEXDIA R CAP rip

INP(ENT)pr,p,e,tV v
“ OUT(ENC)pr,p,e,t
peximn

INPENT)p,. o
“ovnenop, , .,
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Annual production of the current emission indicator as a function of electric generation
from conventional (non-externally load managed) power plants, summed over the
season/time-of-day activity of the plants. [Special conditions apply to base load and
storage facilities, as well as peaking only devices: base load and storage plants only have
daytime variables (to force day=night generation for base load plants, and night
consumption of electricity to be a function of the daytime dispatch of the storage plants)
and peaking only devices are only permitted to operate during the day in the
Summer/Winter. ]

*R_TEZY T

ENV_ACT, , o

w, peela, pgxim
excepty='"N'Ape(basstg)
excep((y="N'+z="I")A

PEAK(CON)_TID,. )

Annual production of the current emission indicator as a function of electric generation
from conventional (non-externally load managed) power plants, summed over the
season/time-of-day activity of the plants, according to the ENV_ENT algorithm.

ENV ENTV,V,EJ*BAL _ TEZYV,t,t.p,e*
R TEZYmp’W
> +
peela, pgximnt' Anw ENV _ ACTF v t\/
INP(ENT)c V4 not o
ec rp.et ENV  ENTXio
OUT(ENC)e,. ), o - PV

Annual production of the current emission indicator as a function of generation from
externally load managed power plants, where the activity of the plant (and thus the
amount of each emission indicator produced per unit of electricity or heat generated) is
directly determined from the level of installed capacity by means of a fixed capacity
factor for each time-slice (CF(Z)(Y)).

EN’ ACTr,p,V,t MPW]TI,]? Q ( )( )) W ( )( )I p zZwW,t
s o4 Wy
pEle,W R C‘14PI",I,‘D
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Annual production of the current emission indicator as a function of the amount of heat
generation for conventional (non-externally load managed) heating plants, summed over
the seasonal activity of the plants. [Special conditions apply to peaking only devices,
where only Winter operation is permitted.|

Yy (ENV_ACTr ¥R _THZ ) +
pehpl,pgxim,z R hp.z
except ((z=SNV'I')A
PEAK(CON)_T ID},’ p))

Annual production of the current emission indicator as a function of heat generation from
conventional (non-externally load managed) heating plants, summed over the seasonal
activity of the plants, according to the ENV_ENT algorithm.

ENV _ENT,, *BAL_THZ ., ")
R_THZ,,,.
> +
pehpl,pgximnt'Az ENV—ACTr,p,v,tv
WPEND< e\ " ENY ENTXGO
“our@noy, , ., - r.pv

Annual production of the current emission indicator according to the activity of coupled
production pass-out turbines (identified by means of the CEH(Z)(Y) parameter for each
time-slice), summed over the seasonal/time-of-day activity of the plants. [Special
conditions apply to base load plants, where only daytime variables are generated in order
to force equal day/night production.]

» (ENV_ACTr *R_TCZYH ) +
pecpd,w b "L P

when CEH(Z)(Y),. Pt

| except (y='"N'Apebas)

Annual production of the current emission indicator according to the activity of coupled
production pass-out turbines (identified by means of the CEH(Z)(Y) parameter for each
time-slice), summed over the seasonal/time-of-day activity of the plants, according to the
ENV ENT algorithm.
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ENV _ENT,,, *BAL _TCZY,, *
R_TCZYH .,
> +
pecpd t'Aw ENV ACTrpvt
INP(ENT )c v\< not
c Pt ENV ENTXZO
OUT(ENC)cr’p’e’t

Production of the current emission indicator as a function of the total level of installed
capacity for a technology.

{% (ENV _CAP,, *R_ CAPr’t’p)} i

Production of the current emission indicator as a function of the total level of new
investment in a technology.

[% (EN V_ IN Vr, p,v,t*R — INVr,t, p):| *

Production of the current emission indicator as a function of the activity of demand
devices, taking into consideration demand device vintaging, according to the ENV_ENT
algorithm. [Note that demand devices do not have separate activity and capacity variables,
thus output is determined directly from the capacity variable according to the capacity
factor and capacity-to-activity unit conversion multiplier. |

ENV _ENT *BAL CAP

r’p3Vt r’t’pﬁ

R_CAPr’t,p${not(EFF_1r v EFF Rrpz)}
> +

pedmd, R_INVr,t,p$EFF_1r,p,t+
[MAENT )y v R_RESIDV ., SEFF R .
MO(ENC), , o, B P -

Application of any GWP factor for GHG accounting that relates one emission indicator to
another.

Vviegwp

{ > (ENV_ GWP,W,*EMF,V)/ENV_SCAQ}L
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The annual total of the current emission indicator, optionally scaled. Note that the variable
may be bounded (EM_BOUND) to cap emissions in a region.

(R_EM, /ENV _SCAL,)

Where ENV_SCAL = scale parameter applied to all emissions to
scale the model and marginals reported.

2.5.31 MR_TEZY(r,t,p,w) MARKAL Matrix, Row 36

Description: The Time-slice Electric generation utilization constraint that ensures that the
season(Z)/time-of-day(Y) activity of a power plant (R_TEZY), that is the amount
of electricity generated, is in line with the total installed capacity (R_CAP),
according to the availability of the technology (AF/AF(Z)(Y)), taking into
consideration any scheduled maintenance (R_M).

Purpose and The electric generation utilization equation oversees the basic operation of a
power

Occurrence: plant. As such it ensures that the production of electricity in each time-slice from
all the installed capacity is in accordance with the availability of the technology
at each point of time. The determination of the availability is dependent upon the
nature of the technology (e.g., conventional or externally load managed (xIm)),
and whether the analyst defines the availability annually or by time-slice
(AF/AF(Z)(Y) or CF/CF(Z)(Y)), and if unavailability can be scheduled by the
model or some portion of the availability is pre-scheduled (AF_TID #1) and thus
removes some of the flexibility for the model to schedule downtime. This
equation is generated in all time periods and time-slices for which a technology is

available.
Units: PJ, or any other unit in which heat is tracked.
Type: Binding. The equation is a less than or equal (<) constraint.

Interpretation of the results:

Primal: The level of the utilization equation represents the slack or under utilization of a
power plant in a time-slice and period. As conventional power plants normally
operate at different levels at various times of the day it would not be surprising to
see slack with respect to the utilization of the capacity, particularly at night.

Dual variable: The dual variable (DVR_TEZY) of the utilization constraint (shadow price)
indicates the amount that the energy system would benefit from permitting one
more unit of production from a power plant in a time-slice. A zero dual value
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Remarks:

implies that the plant is operating below its maximum permitted output level. The
value is negative when the primal equation is tight.

With respect to utilization there are basically two types of power plant modeled,
conventional plants where a maximum availability factor is provided (by means
of AFs), and externally load managed plants where the operation is fixed with
respect to the total capacity installed (by means of CFs). These AF/CFs are then
applied along with the time-slices (QHR(Z)(Y)) to determine the actual amount
of electricity produced by each power plant in each time-slice. Since CF-based
plants have no flexibility with respect to their operation relative to available
capacity no utilization equation is generated for them, but rather the appropriate
CF*R_CAP expression is substituted for the activity variable (R TCZYH,
R_TEZY) directly in the other constraints where necessary (e.g., balance,
emissions, etc.).

GAMS Routine: MMEQTEZY.INC

MATHEMATICAL DESCRIPTION

EQ#31: MR TEZY K V- (peela/\pflem/\except)/\

e 3

AF(Z)(Y),

aPaWJ /\

Vo

rt,p,w
[pe(basustg)Ay="N']v
[PEAK(CON) _TID, , A(y ='N")]

Electric production from conventional electric generating plants.

[R _TCZYHratapaw ]

Electric production from coupled heat and power pass-out turbines, where the amount of
electricity is dependent upon the level of heat output.

CEH (Z)(Y)r’p,wbt/ELM r,p,t *

R TCZVH $(p€cpd ~NELM , p J -

rﬁtﬁp’w

Available capacity from plants for which availability is specified by season/time-of-day,
as opposed to annually, apportioned to the current time-slice.
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OHR(Z)(Y), , Spebasv
OHRZ , $pebas (0t AF 1. p )|-
*R_CAP,,

CAPUNIT ,.,*

AF(Z)(Y)

r’piwbt

Available capacity from plants for which annual availability is specified, and perhaps
scheduled outage.

QHR(Z)(Y), ,Spebasv

QHRZ, .$pebas
1-4F,.)*($(mot 47 71D, )+ aF 11D, |*
R_CAP

CAPUNIT ;. ,*
$ AFr,p,t -

T, p

Available capacity from plants for which annual availability is specified, and where a
fraction of outage is scheduled (AF_TID #1). Here adding in the scheduled portion of the
outage.

HR(Z JOHRZ b
CHRD)Y), ,..I0HRZ, , Jspebasv) AF _TID, , #1r

1$pebas $ AR -
R M i

rt,p,z

Available capacity from peaking only plants (PEAK(CON)_TID) according to the peak
operation fraction for the current time-slice.

CAPUNIT .. ,*QHR(Z)(Y), ,*PD(Z)D, , . *
R_C4P,,,

2

s PEAK(CON) _TID, ,

{

0

2.5.32 MR_THZ(r,t,p,2) MARKAL Matrix, Row 37

Description: The Time-slice Heat generation utilization constraint that ensures that the

seasonal (z) activity of a heating plant (R_THZ), that is the amount of heat
generated, is in line with the total installed capacity (R_CAP), according to the
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Purpose and

Occurrence:

Units:

Type:

availability of the technology (AF/AF(Z)(Y)), taking into consideration any
scheduled maintenance (R_M).

The heat generation utilization equation oversees the basic operation of a power
plant.

As such it ensures that the production of heat in each season from all the installed
capacity is in accordance with the availability of the technology. The
determination of the availability is dependent upon the nature of the technology
(e.g., conventional or externally load managed (xlm)), whether the analyst
defines the availability annually or by time-slice (AF/AF(Z)(Y) or CF/CF(Z)(Y)),
and whether or not unavailability can be scheduled by the model or some portion
of the availability is pre-scheduled (AF_TID+1) and thus removes some of the
flexibility for the model to schedule downtime. This equation is generated in
each season and time period from which a technology first becomes available.
Note that for peaking only heating plants (PEAK(CON)_ TID) the constraint is
only generated in the heating/cooling (heatcool, default ‘“W’inter) primary
season.

PJ, or any other unit in which heat is tracked.

Binding. The equation is a less than or equal (<) constraint.

Interpretation of the results:

Primal:

Dual variable:

Remarks:

The level of the utilization equation represents the slack or under-utilization of a
heating plant in a season and period.

The dual variable (DVR_THZ) of the utilization constraint (shadow price)
indicates the amount that the energy system would benefit from permitting one
more unit of production from a heating plant in a season. A zero dual value
implies that the plant is operating below its maximum permitted output level. The
value is negative when the primal equation is tight.

With respect to utilization there are basically two types of power plant modeled,
conventional plants where a maximum availability factor is provided (by means
of AFs), and externally load managed plants where the operation is fixed with
respect to the total capacity installed (by means of CFs). These AF/CFs are then
applied along with the seasonal time-slices (QHRZ) to determine the actual
amount of heat produced by each power plant in each season. Since CF-based
plants have no flexibility with respect to their operation relative to available
capacity no utilization equation is generated for them, but rather the appropriate
CF*R_CAP expression is substituted for the activity variable (R TCZYH,
R_THZ) directly in the other constraints where necessary (e.g., balance,
emissions, etc.).

GAMS Routine: MMEQTHZ.INC

MATHEMATICAL DESCRIPTION
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AF(Z)Y), ;.o NP € hpl A p & xim)

EQ#32:MR _THZ,, .V
== T except |PEAK (CON)_TID, | A (2 ='T\'S")]

Heat production from conventional heating plants.

I:R_THZratapaz ]

Available capacity from plants for which availability is specified by season/time-of-day,
as opposed to annually, apportioned to the current time-slice.

CAPUNIT, ,*OHRZ, *AF(Z)(Y), . p*

R_CAP,,, (ot AF 1p )|

Available capacity from plants for which annual availability, and perhaps scheduled
outage is specified.

CAPUNIT , ,*OHRZ , *
[1—(1_AF,,p,,)*AF _TID r’p] $AF _TID, * s g4F |
R_CAP,,

Available capacity from plants for which annual availability is specified, and where a
fraction of outage is scheduled (AF_TID #1). Here adding in the scheduled portion of the
outage.

{R_Mmm S(AF_TID, , %1 AF ﬂ_

Available capacity from peaking only plants (PEAK TID) according to the peak
operation fraction for the current time-slice.

CAPUNIT ,.,*OHR(Z)(Y), . *PD(Z)D,. , . *
R_CAP,,

<o

sPEAK _TID, ,
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2.5.33 MR_TXSUB(r,txsub) MARKAL Matrix, Row 38

Description:

Purpose and

Occurrence:

Units:

Type:

The charging or crediting of a tax/subsidy (TSUB_COST) for commodities
(TSUB_ENT) consumed/produced by technologies (TSUB_TCH). The total
tax/subsidy is subtracted from the total system costs in the reports, and reported
separately.

To allow a tax (+TSUB_COST) or subsidy (-TSUB_COST) to be associated with
a

commodity entering or leaving a technology. For example, to give a credit to
green power the “green” electricity leaving each such generating facility would
be listed. This equation is generated in each time period when at least one tax or
subsidy cost is provided.

Million 2000 USS$, or any other unit in which costs are tracked.

Binding. The equation is an equality (=) constraint.

Interpretation of the results:

Primal:

Dual variable:

Remarks:

The level of the tax or subsidy accumulated from all the commodities and
technologies associated with the tax/subsidy. Note that the tax/subsidy is applied
to the level of incoming and/or outgoing commodities listed for a particular
tax/subsidy.

The dual variable (DVR_TXSUB) of the tax/subsidy constraint (shadow price)
indicates the amount that the energy system would be benefit if one less unit of
the tax was generated, or lose if one less unit of the subsidy was available. A
zero dual value is not possible unless no tax/subsidy is produced. The value is
negative when the primal equation is tight and a tax is imposed, indicating how
much the objective function would decrease, and positive if a subsidy is available
indicating how much more direct cost would be incurred without the subsidy.

The level of the tax subsidy is included in the overall objective function, but split
out from the total energy system costs as they are considered direct energy
system expenditures.

GAMS Routine: MMEQTAXS.INC

MATHEMATICAL DESCRIPTION

As the MR TXSUB equation is built up directly from the three primary balance

equations:

e MR BAL G/E/S for energy and materials respectively;
e MR BALEI1/2 for electricity; and
e MR BALDH for heat.
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rather than reproducing those entire equations here these equations are simply referred to
in this equation specification, with the TSUB_TCH multiplier applied as appropriate.

EQ#33: MR TXSUB., VISUB COST

LL,IXS r,ixs,t

Tax/subsidy component that involves energy, other than electricity or heat, or material
from or to resource supply options. Refer to EQ#2 for MR _BALcoef coefficient details.

> (MR_BALcoef*TSUB_SEP,,) |+
«TSUB_ENT

r ,fXS,e
egelc

s<<sTSUB_SEP,

st

Tax/subsidy component that involves electricity from or to resource supply options. Refer
to EQ#4 for MR_BALEcoef coefficient details.

> (MR _BALEcoef *TSUB _SEP, ., ., )|+
«TSUB_ENT

ecelc

«TSUB _SEP

S, ,t

rLxs,e

Tax/subsidy component that involves regular energy, other than electricity or low-
temperature heat, or material from technologies. Refer to EQ#2 for MR_BALcoef
coefficient details.

(MR _ BALcoef*TSUB_TCH,,, )
«TSUB_ENT

eg(elevith) - -

»<ISUB_TCH .

Dot

Tax/subsidy component that involves electricity from power plants. Refer to EQ#4 for
MR _BALEcoef coefficient details.




> (MR_BALEcoef*TSUB_TCH, )|+

71X, ot
ecelc

eETSUB_ ENTr,m,e
»<ISUB_TCH,

| peela

D>t

Tax/subsidy component that involves low-temperature heat from power plants. Refer to
EQ#3 for MR_BALDHcoef coefficient details.

3" (MR_BALDHcoef*TSUB_TCH,, ,, )| -

r,ixs,p,t
eclth
eETSUB_ ENTr,m,e
peTSUB_TCHr ts,p,t
| pe(hplucpd) o

The total accumulated amount of the tax/subsidy from all sources (commodity/technology
combinations. The variable enters the objective function with the (+/-) TSUB_COST
applied.

R_TAXSUB

XS ,t

0

2.5.34 MR_UTLCON(r,t,p) MARKAL Matrix, Row 39

Description: The adjustment to the availability of a power plant to account for the fact that
some portion of outage is due to scheduled maintenance. Normally the model will
schedule all unavailability, but if the user specifies that some fraction of annual
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Purpose and
Occurrence:

Units:

Type:

unavailability is scheduled [AF_TID = 1] then this constraint is generated to
adjust the amount of unavailability that the model is free to schedule.

The conversion plant utilization equation ensures that the sum of all scheduled
maintenance in all seasons is in line with the portion of the capacity that is
unavailable due to scheduled outages, such as fuel reloading or maintenance.
This equation is generated in each time period from
which a technology first becomes available if scheduled maintenance is specified
for the plant (AF_TID # 1) and time-sliced availability factors (AF(Z)(Y)) are

not provided.

PJ, or any other unit in which process activity is tracked.

Binding. The equation is a greater than or equal (>) constraint.

Interpretation of the results:

Primal:

Dual variable:

Remarks:

The level of the utilization equation represents the slack or excess scheduled
maintenance owing to idling of a conversion plant in a period.

The dual variable (DVR_UTLCON) of the conversion plant utilization
maintenance constraint (shadow price) indicates the amount that the energy
system would have to pay if the scheduled maintenance was increased by one
unit. A zero dual value implies that the plant operation is not limited by its
scheduled outage. The value is positive when the primal equation is tight.

The MR _UTLCON equation is only generated when the AF TID # 1, thus the
equation is eliminated when the model is left to schedule all unavailability.

GAMS Routine: MMEQUCON.INC

MATHEMATICAL DESCRIPTION

peconnAF. A

EQ#34: MR UTLCON., ¥ o

"\ (AF _TID, , #1)

Total scheduled maintenance in all seasons.

S(RMy )

z

The portion of the capacity that is unavailable due to scheduled outage.
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(1-aF,,. )1~ 47 _1ID, )*CapunIT, ,*
R_CaP,,

0

2.5.35 MR_UTLPRC(r,t,p) MARKAL Matrix, Row 40

Description:

Purpose and

Occurrence:

Units:

Type:

The constraint that ensures that the annual activity of a conventional process
(R_ACT) is in line with the total installed capacity (R_CAP) according to the
availability of the technology (AF).

The process utilization equation oversees the basic operation of a process (prc).
As such

it ensures that the annual activity for all the installed capacity is in accordance
with the availability of the process. The determination of the actual availability of
a process is dependent upon the nature of technology (e.g., conventional or
externally load managed (xpr)). This equation is generated in each time period
from which a technology first becomes available.

PJ, or any other unit in which process activity is tracked.

Binding. The equation is a less than or equal (<) constraint.

Interpretation of the results:

Primal:

Dual variable:

Remarks:

The level of the utilization equation represents the slack or under utilization of a
process in a period.

The dual variable (DVR_UTLPRC) of the process utilization constraint (shadow
price) indicates the amount that the energy system would benefit from permitting
one more units of production from a process. A zero dual value implies that the
process is operating below its maximum permitted output level. The value is
negative when the primal equation is tight.

With respect to utilization there are basically two types of processes modeled,
conventional processes where a maximum availability factor is provided (by
means of AFs), and externally load managed processes where the operation is
fixed with respect to the total capacity installed (by means of CF). Since CF-
based processes have no flexibility with respect to their operation relative to
available capacity no utilization equation is generated for them, but rather the
appropriate CF*R_CAP expression is substituted for the activity variable
(R_ACT) directly in the other constraints where necessary (e.g., balance,
emissions, etc.).
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GAMS Routine: MMEQUPRC.INC

MATHEMATICAL DESCRIPTION

EQ#35: MR_UTLPRC,, ,¥/(p e prc A p & xpr)

Annual activity of a process.

R_ACT.. -

r.t,p

Total amount of available capacity of a process.

(CAPUNIT, , * AF, ,,)*R _CAP

r,p,t r,t7p

<)

2.6 Lumpy Investment

As discussed in section 1.9 there are times when for certain technologies only discrete
increments of new investments are to be permitted. This is the case when a “build or not”
issue arises for an equipment of large size or when the cost of a technology is heavily
dependent upon its size. Some examples include nuclear power plants, natural gas
pipelines, long-distance electric transmission lines, etc.

In order to represent the yes/no/ nature of such decisions Mixed Integer Programming
(MIP) is employed. As MIP problems are much more difficult to solve than standard LP
problems the Lumpy Investment (LI) feature should be applied to only those situations
where it is deemed necessary to model investments as discrete decisions.

In this section we provide the data and modeling details associated with modeling Lumpy

Investments (LI) in MARKAL. To this end the next three subsections will address the
Sets and Parameters, Variables, and Equations related to Lumpy Investment.

2.6.1 Sets and Parameters

Like all other aspects of MARKAL the user describes the LI components of the energy
system by means of the Sets, Switches and Parameters described in this section. Table
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2-16 below describes the collection of user input parameters associated with the Lumpy
Investment feature.

Besides the basic data described in Table 2-16 the user controls whether or not to activate
the LI feature by means of the SSET LUMPYINV “YES’ switch. This switch is provided
by the data handling system (ANSWER or VEDA-FE) when the user indicates that LI’s
are to be included in a run. This permits the easy exclusion of the feature if the user does
not want to perform a MIP solve without having to remove the LI data.
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Table 2-16. Definition of user input parameters

Input Parameter | Alias/Internal Related Units/Range & Instance Description
(Indexes) Name Parameters Defaults (Required/Omit/ Special
Conditions)
INV_BLOCK INV_BLK INV BIN |e Units of Required to model The size of the “lump” for investment in new capacity for a
(p.t) INV_INT capacity (e.g., lumpy investments in  [non-resource technology. Specified where the technology
INV _SOS GW, PJa). new capacity for a is such that the level of investment in new capacity
e [open]; no technology. (R_INV) must be at this specific size, or possibly an
default. One of the parameters |integer multiple of this size, or zero.
INV_BIN/INV_INT/ [e Three different lumpy investment modeling options are
INV_SOS must also be available, according to which of the indicators
specified for the INV_BIN/INV_INT/INV_SOS is specified.
technology to indicate |® The requirement that investment in new capacity
which of three lumpy (R_INV) must be at the lump size, or an integer
investment modeling multiple of the lump size, is achieved via the
options is desired. MR _INVBLKn equations in which R_INV is linked to
INV_BLOCK by binary variable R_INVBIN, or by
integer variable R INVINT.
INV_BIN INV BLK |e Indicator. Provided to model An indicator (always 1) that investment in new capacity in
(p) e [0,1];n0 lumpy investments for |a specified non-resource technology is lumpy and in each
default. a technology where period is restricted to be either INV_BLOCK, or zero.

investment in new
capacity in each period
(R_INV) is restricted to
be INV_BLOCK, or
ZEero.

Thus INV_BIN represents the strictly yes/no build or not

option.

e This is achieved by the equation MR _INVBLK?2 in
which investment in new capacity for the technology
(R_INV) is set equal to INV_BLK * R_ INVBIN,

INV_BLOCK where R_INVBIN is a binary variable (takes the value
parameter must also be Oorl).

specified for the

technology.
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INV_INT INV BLK |e Indicator. Provided to model An indicator (always 1) that investment in new capacity in
() e [0,1]; no lumpy investments for |a specified non-resource technology is lumpy and in each
default. a technology where period is restricted to be either an integer multiple of
investment in new INV_BLOCK, or zero. Thus INV_INT permits only
capacity in each period |incremental investments of the same size, or none.
(R_INV) is restricted to|e  This is achieved by the equation MR_INVBLKI1 in
be an integer multiple which investment in new capacity for the technology
of INV_BLOCK, or (R_INV) is set equal to INV_BLK * R_INVINT,
Zero. where R_INVINT is an integer variable (takes the
INV_BLOCK valueOorlor2or3or...).
parameter must also be
specified for the
technology.
INV_SOS INV _BLK |e Indicator. Provided to model An indicator (always 1) that investment in new capacity in
) e [0,1];no lumpy investments for |a specified non-resource technology is lumpy and over the
default. a technology where entire modeling horizon is restricted to be either

investment in new
capacity in each period
(R_INV) is restricted to
be INV_BLOCK or
zero, and where
investment is allowed
in at most one period.

INV_BLOCK or zero. Thus the lumpy investment is
permitted to occur in at most one period.

The “INV_BLOCK or zero” restriction is achieved by
the equation MR _INVBLK?2 in which investment in
new capacity for the technology (R_INV) is set equal
to INV_BLK * R_INVBIN, where R_INVBIN is a
binary variable (takes the value 0 or 1).

INV_BLOCK e The requirement that investment is allowed in at most
parameter must also be one period is achieved by the equation MR _INVSOS.
specified for the

technology.
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2.6.2 Variables

The variables that are used to model the Lumpy Investment feature in MARKAL are
presented in Table 2-17 below. Since the primary role of the variables and equations used
to model LI is to control the standard MARKAL investment variable (R_INV), LI is
rather self-contained. That is the R_INV variable links the LI decisions to the rest of the
model.

Table 2-17. Model variables

VAR | Variable Variable Description
Ref (Indexes)

LIV.1 |R_INVBIN |Binary variable (takes the value 0 or 1) associated with a technology where
(r,t,p) investment in new capacity (R_INV) is modeled as lumpy by providing the
INV_BLOCK and INV_BIN (and perhaps INV_SOS) parameters. If R INVBIN
takes the value 1, then investment in new capacity is equal to the lump size
INV_BLOCK; if'it takes the value 0, then investment in new capacity is zero.

LIV.2 [R_INVINT |Integer variable (takes the value 0 or 1 or 2 or 3 or ...) associated with a

(r.t.p) technology where investment in new capacity is modeled as lumpy by providing
the INV_BLOCK and INV_INT parameters. If R_INVINT takes the (non-negative
integer) value n, then investment in new capacity is n times the lump size
INV_BLOCK. (This includes the case where R_INVINT takes the value n=0, in
which case investment in new capacity is zero.)

2.6.2.1 R _INVBIN(rtp)

Description:  Binary variable (takes the value 0 or 1) associated with a technology where
investment in new capacity is modeled as lumpy by providing the INV_ BLOCK
and INV_BIN or INV_SOS parameters.

Purpose and As noted above, this binary variable is generated for each (non-resource)
technology

Occurrence:  where the user has indicated, by specifying the INV_BLOCK and INV_BIN (and
perhaps INV_SOS) parameters, that investment in new capacity is to be modeled
as lumpy; and where in each period, such investment is to be either at the lump
size INV_BLOCK or zero.

This binary variable is generated for each appropriate technology in all time
periods beginning from the period that the technology is first available (START). The
requirement that investment in new capacity in a period (R_INV) must be at the lump
size, or zero, is achieved by the equation MR _INVBLK2 in which investment in new
capacity for the technology (R _INV) is set equal to INV_BLOCK * R_INVBIN. In
addition, if the user has specified the INV_SOS parameter to indicate that investment in
new capacity is allowed in at most one period, then this binary variable also occurs in the
equation MR _INVSOS.

Units: None. This is a binary variable that takes the value 0 or 1.

Bounds: This binary variable may be indirectly bounded by specifying a bound
(IBOND(BD)) on the level of investment in new capacity (R_INV). In each
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period, the equation MR_INVBLK2 sets the investment level R_INV =
INV_BLOCK * R_INVBIN. So if an upper/lower/fixed bound is specified for
R_INV (via IBOND(BD)), the indirect upper/lower/fixed bound that applies in
each period to R_INVBIN is [IBOND(BD) +INV_BLOCK]. The user is
cautioned to consider carefully the consequences of specifying bounds for the
R_INV variable. For example, if R_INV is subject to a fixed positive bound
IBOND(FX) # INV_BLOCK, this would imply that R_ INVBIN is subject to a
fixed bound # 0 or 1, and so create an infeasibility, since binary variable
R_INVBIN must take the value 0 or 1. Similarly, a lower bound on R_INV that is
larger than INV_BLOCK would also create an infeasibility, and an upper bound
lower than INV_BLOCK would force the R_INV variable to be equal to 0.

2.6.2.2 R _INVINT(rtp)

Description:

Purpose and

Occurrence:

Units:

Bounds:

Integer variable (takes the value 0 or 1 or 2 or 3 or ...) associated with a
technology where investment in new capacity is modeled as lumpy by providing
the INV_BLOCK and INV_INT parameters.

As noted above, this integer variable is generated for each (non-resource)
technology

where the user has indicated, by specifying the INV_BLOCK and INV_INT
parameters, that investment in new capacity is to be modeled as lumpy; and
where in each period, such investment is to occur in (non-negative integer)
multiples of the lump size INV_BLOCK. This includes the possibility that
investment in a period is zero.

This integer variable is generated for each appropriate technology in all time
periods beginning from the period that the technology is first available (START).
The requirement that investment in new capacity in a period (R_INV) must be a
multiple of the lump size is achieved by the equation MR _INVBLKI1 in which
investment in new capacity for the technology (R _INV) is set equal to
INV_BLOCK * R_INVINT.

None. This is an integer variable that takes non-negative integer values (0, 1, 2, 3,

).

By default, an upper bound of 10 is applied to this integer variable (assuming
INV_BLOCK > 0; if INV_BLOCK = 0 in some period, an upper bound of zero is
applied in this period), meaning that investments can be at most 10 increments of
INV_BLOCK. Where an upper bound (IBOND(UP)) on the level of investment
in new capacity (R_INV) is specified by the user, the default upper bound of 10
for R_INVINT is replaced by the integer part of the quantity IBOUND(UP) /
INV_BLOCK. The reason for setting a default upper bound on R_INVINT is that
the MIP optimizer requires an upper bound on every integer variable.

As noted above, an explicit upper bound on R_INVINT is set whenever an upper
bound (IBOND(UP)) is specified for the investment variable R_INV. But note
that R_INVINT is subject to an indirect lower/fixed bound whenever lower/fixed
bound is specified for R_INV. In each period, the effect of the equation
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MR _INVBLKI is that R INV =INV_BLOCK * R_INVINT. So if a lower/fixed
bound of IBOND(BD) is specified for R_INV, the indirect lower/fixed bound that
applies in each period to R_INVINT is Integer-lower (IBOND(BD) +
INV_BLOCK).

It is good practice for the user to specify lower and/or upper bounds on R_INV
that are as tight as possible, so as to reduce the optimization effort of the MIP
algorithm. However, the user is cautioned to consider carefully the consequences
of specifying positive values for IBOND(BD) that are not integer multiples of
INV_BLOCK. For example, if R_INV is subject to a fixed positive bound of
IBOND(FX) that is not an integer multiple of INV_BLOCK, this would imply
that R_ INVINT is subject to a fixed bound that is not an integer, and so create an
infeasibility.

2.6.3 Equations

The equations that are used to model the Lumpy Investment feature in MARKAL are
presented in Table 2-18 below. Since the primary role of the variables and equations used
to model LI is to control the standard MARKAL investment variable (R_INV), LI is
rather self-contained. That is the R_INV variable links the LI decisions to the rest of the

model.

Table 2-18. Model constraints

EQR| Constraints Constraint Description GAMS Ref
ef (Indexes)

LIE.1{MR_INVBLKI1 |The constraint for a lumpy investment technology that ensures MMEQLUMP.

(r,t.p)

that investment in new capacity in a period (R_INV) is either |LIV
an integer multiple (INV_INT) of the lump size
(INV_BLOCK), or zero.

LIE.2[MR _INVBLK2 |The constraint for a lumpy investment technology that ensures MMEQLUMP.

(r,t.p)

that investment in new capacity in a period (R_INV) is either |LIV
equal (INV BIN) to the lump size (INV_BLOCK), or zero.

LIE.3]MR _INVSOS |The constraint for a lumpy investment technology that ensures MMEQLUMP.

(r.p)

that investment in new capacity occurs in at most one period. |LIV

2.6.3.1 MR INVBLKI(rtp)

Description: The constraint for a lumpy investment technology that ensures that investment in

Purpose and

Occurrence:

new capacity in a period (R_INV) is either an integer multiple (INV_INT) of the
lump size (INV_BLOCK), or zero.

To ensure that new investments (R_INV) only occur as whole increments of the
lump

size by requiring that investment in new capacity is either zero or a positive
integer multiple of the lump size. This is achieved by setting R INV equal to
INV_BLOCK * R_INVINT, where R_INVINT is an integer variable (takes the
value 0, 1, 2, 3, ...). This equation is generated in each time period beginning
from the period in which a technology is first available (START) when
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Units:

Type:

investment lump size (INV_BLOCK) along with parameter INV_INT to indicate
that investment is restricted to be an integer multiple of the lump size, or zero is
provided for a technology. Note that when parameter INV_BIN or INV_SOS are
specified, equation MR _INVBLK1 will not be generated.

Technology capacity units.

Binding. The equation is an equality (=) constraint.

Interpretation of the results:

Primal:

Dual variable:

Remarks:

The level of this constraint must be zero if a feasible solution to the MIP is to
occur.

The dual variable (DVR_INVBLK1) of this constraint in the MIP solution
(shadow price) is of little interest: a dual value represents the cost impact of an
infinitesimal change in the RHS of a constraint, but such an infinitesimal change
is ruled out for this constraint due to the integer nature of the R INVINT
variable.

The analyst controls the activation of the lumpy investment formulation by means
of the model variant selected at run time (Lumpy Investment switch $SET
LUMPYINV ‘YES’ as set by the data handling system) and the inclusion of the
required lumpy investment data.

GAMS Routine: MMEQLUMP.LIV

MATHEMATICAL DESCRIPTION

EQ#LIE.1: MR IN VBLK[r A

tLp

INV _BIN,6 v
_ rp

INV_INT. ~not
Y INV_S0S, |

Lump size multiplied by integer variable R_ INVINT, in the current period.

INV _BLK, , *R_INVINT,, , -

r,t,p

Investment in new capacity in the current period.

R _INV

rt,p
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2.6.3.2 MR _INVBLK2(rtp)

Description:

Purpose and
Occurrence:

Units:

Type:

The constraint for a lumpy investment technology that ensures that investment in
new capacity in a period (R_INV) is either equal to the lump size
(INV_BLOCK), or zero.

To ensure that new investments (R_INV) only occur equal to the lump size by
requiring that investment in new capacity is either zero or the lump size. This is
achieved by setting R_INV equal to the lump block size (INV_BLOCK) times a
yes/no binary variable (R_INVBIN), where R INVBIN takes on the value 0 or 1.
This equation is generated in each time period beginning from the period in
which a technology is first available (START) when investment lump size
(INV_BLOCK) is specified, along with parameter INV_BIN or INV_SOS to
indicate that investment is restricted to be an integer multiple of the lump size, or
zero is provided for a technology. Note that where parameter INV_SOS is
specified, equation MR _INVSOS will also be generated to ensure that investment
in new capacity occurs in at most one period.

Technology capacity units.

Binding. The equation is an equality (=) constraint.

Interpretation of the results:

Primal:
Dual variable:

Remarks:

The level of this constraint must be zero in a feasible solution to the MIP.

The dual variable (DVR_INVBLK?2) of this constraint in the MIP solution
(shadow price) is of little interest: a dual value represents the cost impact of an
infinitesimal change in the RHS of a constraint, but such an infinitesimal change
is ruled out for this constraint due to the integer nature of the R INVBIN
variable.

The analyst controls the activation of the lumpy investment formulation by means
of the model variant selected at run time (Lumpy Investment switch $SET
LUMPYINV ‘YES’ as set by the data handling system) and the inclusion of the
required lumpy investment data.

GAMS Routine: MMEQLUMP.LIV

MATHEMATICAL DESCRIPTION

EQ#LIE.22MR_INVBLK2,, ,V

INV_BIN, v
INV_SOS, ,

Lump size multiplied by binary variable R_INVBIN, in the current period.
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INV_BLK ,,*R_INVBIN, , -

Investment in new capacity in the current period.

R _INV

ratap

2.6.3.3 MR _INVSOS(r,p)

Description:

Purpose and

Occurrence:

Units:

Type:

The constraint for a lumpy investment technology that ensures that investment in
new capacity occurs in at most one period. This constraint is only available in the
context of lumpy investment, and where investment in new capacity in a period is
required to be either zero or equal to the lump size (INV_SOS). It is not available
where investment in new capacity can be a multiple (>1) of the lump size.

To ensure that new investments (R_INV) only occur once over the entire
modeling

horizon. Investment in new capacity that is restricted to being yes/no in nature
occurs in the period when the binary variable R_INVBIN takes on a value of 1.
The requirement that investment in new capacity occurs in at most one period is
achieved by constraining the sum over all periods of the R INVBIN binary
variables to be less than or equal to 1. If the sum of the R_INVBIN variables is
zero, then there is no investment in new capacity in any period; if this sum is 1
then exactly one of the R_INVBIN variables takes the value 1 and there is an
investment in new capacity (at the lump size) in the corresponding period. This
equation is generated for each technology for which investment lump size
(INV_BLOCK) is specified, along with an indication that such investment is only
to occur once (INV_SOS) to indicate both that investment is restricted to the
lump size or zero, and that investment is allowed in at most one period.

None.

Binding. The equation is a less than or equal (<) constraint.

Interpretation of the results:

Primal:

Dual variable:

The level of this constraint must be either O or 1 in a feasible solution to the MIP,
with the values of 0 and 1 corresponding to the situations where investment does
not occur in any period, and where it occurs in exactly one period, respectively.
The dual variable (DVR _INVSOS) of this constraint in the MIP solution
(shadow price) is of little interest: a dual value represents the cost impact of an
infinitesimal change in the RHS of a constraint, but such an infinitesimal change
is ruled out for this constraint due to the integer nature of the R_ INVBIN
variable.
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Remarks: The analyst controls the activation of the lumpy investment formulation by means
of the model variant selected at run time (Lumpy Investment switch $SET
LUMPYINV ‘YES’ as set by the data handling system) and the inclusion of the
required lumpy investment data.

GAMS Routine: MMEQLUMP.LIV

MATHEMATICAL DESCRIPTION

EQ#LIE.3: MR_INVSOS,,¥(INV_5S0s, )

Sum over all periods beginning from the period that a technology is first available
(START) of the binary variables R INVBIN.

t
t>START nhp

[ s (R_IvvBIN )]
=

2.7 The Damage Cost Option

As discussed in Section 1.8 MARKAL has facilities to permit the assessment of
environmental externalities by means of two approaches to determine the impact or cost
of damages arising from emissions. As noted in Chapter 1 there are two approaches that
are available in Standard MARKAL:

3. the environmental damages are computed ex-post (SSET DAMAGE ‘OBJLP’),
without feedback into the optimization process, and

4. the environmental damages are part of the objective function ($SET DAMAGE
‘OBJNLP’) and therefore taken into account in the optimization process.

In order to model environmental damages in MARKAL the standard model formulation
is in the first case essentially untouched, and in the latter has an augmented non-linear
objective function. The data requirements and model adjustments related to the damage
options are presented in the rest of this section. Also, the standard MARKAL-ANSWER
result tables TO1 and T02 have entries added to report on the total and period-wise
damage costs.

Note that owing to the non-linear nature of the modified objective function that

endogenizes the damages, the damage option may not be activated with certain other
Standard MARKAL options, as presented in Table 2-19 below.

327



Table 2-19. Valid MARKAL-EV/Standard MARKAL variant combinations

MARKAL Model Variant $SET DAMAGE ‘OBJLP’ | $SET DAMAGE ‘OBJNLP’
Basic Standard MARKAL* Yes Yes
MARKAL-MACRO Yes (via COSTNRG) Not Implemented
MARKAL-STOCHASTIC Yes Not Implemented
MARKAL-ETL/LI Yes Not Implemented
MARKAL-MICRO Not Implemented Not Implemented

* Includes elastic demands and multi-regional features

2.7.1 Sets, Switches and Parameters

Like all other aspects of MARKAL the user describes the environmental damages to be
calculated or incorporated into the optimization by means of a Switch, a Set and the
Parameters described in this section. Table 2-20 and Table 2-21 below describe the User
Input data, and the Matrix Coefficient and Internal Model Sets and Parameters,
respectively, that are associated with the damage option.
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Table 2-20. Definition of damage user input data

Input Data Alias/Internal |Related Parameters |Units/Range & Instance Description
(Indexes) Name Defaults (Required/Omit/
Special Conditions)
DAMAGE e Switch. e Setto ‘OBJLP’ |The DAMAGE switch indicates whether and which
e [‘NO’, ‘OBILP’, or ‘OBJNLP’ to [damage option is to be applied.

‘OBJNLP’]; activate the e To simply include direct cost of emissions in the

default ‘NO’. damage option. objective function and report the calculated damage
cost estimate based upon the Standard MARKAL,
include the line SSET DAMAGE ‘OBJLP’ in the
.GEN file for the model run. This results in the
damage estimates being reported in Tables TO1 and
TO2.

e To incorporate the estimate of damage cost into the

model’s objective function, include the line $SET
DAMAGE ‘OBJNLP’ in the .GEN file for the
model run. This results in a non-linear problem, and
the damage estimates being reported in Tables TO1
and TO2.

EV B EV_COEF e Fraction. e Provided for any|The elasticity of the damage with respect to an emission.

(v) e [0-1]; no default. | emission thatisto | Controls whether or not to include an emission in the

be subjected to damage estimate.

damages. e Used to determine the environmental externalities
coefficient (ENV_COEF) for each emission subject
to damages.

EV_COST EV _COEF e Base year money | Provided for any |Marginal social cost of an emission.

v) units per emission emission thatisto |e Used to determine the environmental externalities
unit, e.g., be subjected to coefficient (ENV_COEF) for each emission subject
2000M$/ton. damages. to damages.

e [0-any]; no
default.
EV_RLEV EV _COEF e Emission unit, e Provided for any |Reference level of an emission, from a previous model
(v) e.g., ton. emission that is to |run.
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Input Data Alias/Internal (Related Parameters Units/Range & Instance Description
(Indexes) Name Defaults (Required/Omit/
Special Conditions)
e [0-any]; no be subjected to e Used to determine the environmental externalities
default. damages. coefficient (ENV_COEEF) for each emission subject
to damages.
EVDAMINT e Indicator. e Indicator of the |Period control indicator to turn damage accounting

Y

e [0-1]; default = 0.

periods in which
an emission is to
be subjected to
damages.

on/off for an emission in a period.

Table 2-21. Damage-specific matrix coefficient and internal model parameters

Matrix Controls & | Type Description & Calculations
Coefficients
(indexes)
EV _COEF I |The externality coefficient corresponding to the damage cost for an emission in each period, calculated as
7

EV _COEF,, =|EV _COST, /(EV _B,*EV _RLEV,**EV _B, -1))|
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2.7.2 Variables

There are no new variables introduced to support the environmental damage option.

2.7.3 Equation

As noted earlier, only the objective function is affected by the activation of the damage

option.

2.7.3.1 MR_PRICE(r)

Description:

Purpose and
Occurrence:

Total system cost augmented with the damage estimates.

To include an estimate of damage costs associated with emissions in the model
formulation.

This equation is generated once, as the objective function.

GAMS Routine: MMPRIC.MEV

MATHEMATICAL DESCRIPTION

EQ#27: MR _PRICE,

All the basic objective function terms.

The damage cost added as either a direct cost with variable R_EM having no
exponent (when ‘OBJLP’) or as a damage function with variable R_EM having
EV_B as exponent (when ‘OBJNLP’), for each emission and period.

. PRI _DF, *EV _COEF, , *

VSEV B, R_EM,, **EV B, ,SOBJNLP'

(SEVDAMINT,. , ,
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2.8 The Endogenous Technological Learning (ETL) option

As discussed in section 1.10 there are situations in which the rate at which a technology’s
unit investment cost changes over time is a function of cumulative investment in the
technology. In these situations, technological learning is called endogenous.

In order to model Endogenous Technological Learning (ETL) in MARKAL Mixed
Integer Programming (MIP) is employed. As has already been noted in the section on
modeling of Lumpy Investments, MIP problems are much more difficult to solve than
standard LP problems, and so the ETL feature should be applied only where it is deemed
necessary to model a limited number of technologies as candidates for Endogenous
Technological Learning.

In this section we provide the data and modeling details associated with modeling
Endogenous Technological Learning (ETL) in MARKAL. To this end the next three
subsections will address the Sets, Parameters, Variables, and Equations related to the
Endogenous Technological Learning option, including the special clustered learning ETL
option where a component common to several technologies learns, thereby benefiting all
the related (clustered) technologies.

2.8.1 Sets, Switches and Parameters

Like all other aspects of MARKAL the user describes the ETL components of the energy
system by means of a Set and the Parameters and Switches described in this section.
Table 2-22 and Table 2-23 below describe the User Input Parameters, and the Matrix
Coefficient and Internal Model Sets and Parameters, respectively, that are associated with
the Endogenous Technological Learning option. Note that the special clustered learning
ETL option requires one additional User Input Parameter (ETL-CLUSTER), and two
additional Matrix Coefficient/Internal Model Parameters (CLUSTER and NTCHTEG).

Besides the basic data described in Table 2-22 the user controls whether or not the ETL
component is activated by means of the SSET ETL “YES’ switch. This switch is provided
by the data handling system (ANSWER or VEDA-FE) when the user indicates that the
ETL option is to be included in a run. This permits the easy exclusion of the feature if the
user does not want to perform a MIP solve without having to remove the ETL data.

Note that ETL may not be used in conjunction with MARKAL-MACRO,
MICRO, or Damage, as these formulations employ non-linear optimization
(NLP) which cannot be combined with MIP.
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Table 2-22. Definition of ETL user input parameters

Input Parameter |Alias/Internal |Related Parameters [Units/Range & Instance Description
(Indexes) Name Defaults (Required/Omit/
Special Conditions)
ETL-CUMCAPO CCAPO PAT e Units of capacity |® Required, along |The initial cumulative capacity (starting point on the
(p) CCOSTO (e.g., GW, PJa). with the other  [learning curve) for a (non-resource) technology that is
e [open]; no ETL input modeled as one for which endogenous technology
default. parameters, for |learning (ETL) applies. Learning only begins once this
each learning  |level of installed capacity is realized.
technology o The CCAPO parameter appears as the right-hand-side
(TEG). of the cumulative capacity definition constraint
(MR_CUINV).
e Note that if the RESID parameter is specified for an
ETL technology, then its value in the START period
should match the value of ETL-CUMCAPO,
otherwise an infeasibility will occur.
ETL- CCAPM CCOSTM e  Units of capacity |® Required, along |The maximum cumulative capacity (ending point on the
CUMCAPMAX (e.g., GW, PJa). with the other  [learning curve) for a (non-resource) technology that is
(p) e [open]; no default ETL input modeled as one for which endogenous technology
parameters, for (learning (ETL) applies.
each learning |® The parameter CCAPM does not appear in any of the
technology ETL constraints, but its value affects the values of a
(TEG). number of internal parameters that directly
contribute to one or more of the ETL constraints.
ETL-INDIC TEG ETL-CUMCAPO |e Indicator. e Required to An indicator (always 1) that a non-resource technology is
(p) ETL-CUMCAPMAX |o  [1]; no default. identify the modeled as one for which endogenous technology
ETL-INVCOSTO learning learning (ETL) applies.
ETL-NUMSEG technologies. e The set TEG, constructed from ETL-INDIC, controls
ETL-PROGRATIO e Foreach TEG the generation of the ETL constraints. Each of the
the other ETL ETL constraints is generated only for those
input parameters technologies that are in set TEG.
are required.
ETL-INVCOSTO SCO PAT e Base year e Required, along |The investment cost corresponding to the starting point
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Input Parameter |Alias/Internal |Related Parameters |Units/Range & Instance Description
(Indexes) Name Defaults (Required/Omit/
Special Conditions)

(p) monetary units with the other  |on the learning curve for a (non-resource) technology
per unit of ETL input that is modeled as one for which endogenous technology
capacity (e.g., parameters, for |learning (ETL) applies.

2000 M$/GW or each learning  |e  The parameter SCO does not appear in any of the
Pla). technology ETL constraints, but its value affects the values of a
e [open]; no (TEG).. number of internal parameters that directly
default. contribute to one or more of the ETL constraints.
ETL-NUMSEG SEG ALPH e Number of steps. |[¢ Required, along |The number of segments to be used in approximating the
(p) BETA e [1-9]; no default. with the other |learning curve for a (non-resource) technology that is
CCAPK ETL input modeled as one for which endogenous technology
CCOSTK parameters, for (learning (ETL) applies.
each learning |® The SEG parameter appears in all of the ETL
technology constraints that are related to piecewise linear
(TEG).. approximation of the learning curve (MR _CC,
MR _COS, MR _EXPE1, MR _EXPE2, MR LAI,
MR LA2).
ETL-PROGRATIO PRAT CCAPK e Decimal fraction. |[¢ Required, along |The “progress ratio” for a (non-resource) technology that
(p) CCOST0 e [0-1]; no default. with the other |is modeled as one for which endogenous technology
CCOSTM ETL input learning (ETL) applies. The progress ratio, which is
PAT parameters, for ([referred to as the learning rate, is defined as the ratio of
PBT each learning  |the change in unit investment cost each time cumulative

technology
(TEG)..

investment in an ETL technology doubles. That is, if the

initial unit investment cost is SCO and the progress ratio

is PRAT, then after cumulative investment is doubled the
unit investment cost will be PRAT * SCO0.

e The parameter PRAT does not appear in any of the
ETL constraints, but its value affects the values of a
number of internal parameters (ALPH, BETA,
CCAPK, CCOSTO) that directly contribute to one or
more of the ETL constraints.
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Input Parameter |Alias/Internal |Related Parameters |Units/Range & Instance Description
(Indexes) Name Defaults (Required/Omit/
Special Conditions)
ETL-CLUSTER CLUSTER e Decimal fraction. |[¢ Provided to The “cluster mapping and coupling factor” for a (non-
(p.p) NCLUSTER e [0-1]; no default. model clustered |resource) technology that is modeled as a clustered

endogenous
technology
learning.

e FEach of the
learning
parameters must
also be specified
for the key
learning
technology.

technology is associated with a key learning technology
to which endogenous technology learning (ETL) applies.
Clustered technologies use the key ETL technology, and
are subject to learning via the key technology.

The first index of the ETL-CLUSTER parameter is a
key learning technology.

The second index of the ETL-CLUSTER parameter
is a clustered technology that is associated with this
key learning technology.

In general there may be several clustered
technologies each of which is associated with the
same key learning technology, and hence there may
be several instances of the ETL-CLUSTER
parameter each of which has the same key learning
technology as its first index.

The numerical value of the ETL-CLUSTER
parameter indicates the extent of coupling between
the clustered technology and the key learning
technology to which it is associated.
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Table 2-23. ETL-specific matrix coefficient and internal model parameters™

Matrix Controls & | Type Description & Calculations
Coefficients
(indexes)

ALPH I |ALPH are the intercepts on the vertical axis of the line segments in the piecewise linear approximation of the

(k,p) cumulative cost curve. They are calculated in MMCOEF.ML from the starting and ending points of the cumulative
cost curve, its assumed form, the number of segments used in its piecewise linear approximation, and the choice of
successive interval lengths on the vertical axis to be such that each interval is twice as wide as the preceding one. The
parameter ALPH occurs in the ETL equation MR _COS that defines the piecewise linear approximation to the
cumulative cost curve.

BETA I |BETA are the slopes of the line segments in the piecewise linear approximation of the cumulative cost curve. They

(k,p) are calculated in MMCOEF.ML from the starting and ending points of the cumulative cost curve, its assumed form,
the number of segments used in its piecewise linear approximation, and the choice of successive interval lengths on
the vertical axis to be such that each interval is twice as wide as the preceding one. The parameter BETA occurs in
the ETL equation MR COS that defines the piecewise linear approximation to the cumulative cost curve.

CCAPO A |CCAPO (user input parameter ETL-CUMCAPO) is the initial cumulative capacity (starting point on the learning

(p) curve). The parameter CCAPO occurs in the ETL equation MR _CUINYV that defines cumulative capacity in each
period.

CCAPK I |CCAPK are the break points on the horizontal axis in the piecewise linear approximation of the cumulative cost

(k,p) curve. They are calculated in MMCOEF.ML from the starting and ending points of the cumulative cost curve, its
assumed form, the number of segments used in its piecewise linear approximation, and the choice of successive
interval lengths on the vertical axis to be such that each interval is twice as wide as the preceding one. The parameter
CCAPK occurs in the ETL equations MR_LA1 and MR_LA2 whose role is to ensure that variable R_LAMB(r,t.k,p)
lies in the k™ interval, i.e., between CCAPK(k-1,p) and CCAP(k,p), when its associated binary variable
R DELTA(rtk,p)=1.

CCOST0 I |CCOSTO is the initial cumulative cost (starting point on the learning curve). It is calculated in MMCOEF.ML from

(p) the initial cumulative capacity (ETL-CUMCAPO) and corresponding initial investment cost (user input parameter

ETL-INVCOSTO) and the progress ratio (user input parameter ETL-PROGRATIO). The parameter CCOSTO0 occurs
in the ETL equation MR IC1 that defines first period investment costs (prior to discounting).

%2 Parameters that occur in the ETL-specific equations but that also occur in non-ETL equations (e.g., TCH_LIFE) are not listed in this table.
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Matrix Controls & | Type Description & Calculations
Coefficients
(indexes)

SEG A [SEG (user input parameter ETL-NUMSEQ) is the number of segments in the cumulative cost curve. The parameter

(p) SEG occurs in all of those ETL equations that are related to the piecewise linear approximation of the cumulative
cost curve.

TEG S |TEG is the set of (non-resource) technologies to which endogenous technology learning (ETL) applies. It is derived

(p) directly from the user input indicator parameter ETL-INDIC. Each of the ETL equations has set TEG as an index.

CLUSTER I |The “cluster mapping and coupling factor” CLUSTER (user input parameter ETL-CLUSTER) is only relevant when

(p,p) modeling clustered endogenous technology learning. The parameter CLUSTER occurs in the special ETL cluster
equation MR _CLU that defines investment in new capacity (R_INV) in the key learning technology as the weighted
sum of investments in new capacity of the clustered technologies that are attached to the key technology. (The
weights used are the numeric values of the CLUSTER parameter.)

NTCHTEG I |The parameter NTCHTEG is only relevant when modeling clustered endogenous technology learning. If TEG is an

(p) ETL technology, then NTCHTEG(TEG) is the number of clustered technologies that are attached to key technology
TEG. NTCHTEG is calculated in MMCOEF.ML from the “cluster mapping and coupling factor” (CLUSTER). It
occurs in the special ETL cluster equation MR CLU.

SAL ETLINV I |This parameter credits back to the regional objective function (MR _PRICE) the discounted salvage cost of learning

(r,t.p) technology investments that remain available past the end of the modeling horizon. [Note that this parameter does not

exist in the code, but rather the expression is explicitly written in MMEQTEG.ML. See MR SV in the equation
section. ]
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2.8.2 Variables

The variables that are used to model the Endogenous Technological Learning option in
MARKAL are presented in Table 2-24 below. As is the case with the modeling of lumpy
investments, the primary role of the variables and equations used to model ETL is to
control the standard MARKAL investment variable (R _INV) and the associated dynamic
cost of these investments, so ETL is rather self-contained. That is the R_INV variable
links the ETL decisions to the rest of the model, and the R _IC investment cost variable
determines the associated contribution to the regional objective function (MR _PRICE).
Note that the special clustered learning ETL option does not require any additional
variables, as compared with the modeling of endogenous technology learning when there
are no clusters.

Table 2-24. ETL-specific model variables

VAR Variable Variable Description
Ref (Indexes)
ETLV.1 |R_CCAP The cumulative investment in capacity for an ETL technology. This variable
(r,t,p) represents the initial cumulative capacity (ETL-CUMCAPO) plus investments
in new capacity made up to and including the current period. This variable
differs from the total installed capacity for a technology (R_CAP) in that it
includes a/l investments in new capacity made up to and including the current
period, whereas the latter only includes investments that are still available (i.e.
whose life has not expired yet).
ETLV.2 [R_CCOST The cumulative cost of investment in capacity for an ETL technology. The
(r,t.p) cumulative cost is interpolated from the piecewise linear approximation of the
cumulative cost curve.
ETLV.3 [R_DELTA Binary variable (takes the value 0 or 1) used for an ETL technology to indicate
(r.t,p,k) in which interval of the piecewise linear approximation of the cumulative cost
curve the cumulative investment in capacity (R_CCAP) lies. A value of 1 for
this variable for exactly one interval k indicates that R_CCAP lies in the k™
interval.
ETLVA4 [R_IC The portion of the cumulative cost of investment in capacity for an ETL
(r,t,p) technology (R_CCOST) that is incurred in period t, and so subject to the same
discounting that applies to other period t investment costs. This variable is
calculated as the difference between the cumulative costs of investment in
capacity for periods t and t-1, and enters the regional objective function
(MR _PRICE), adjusted for any salvage (see R SV INV)
ETLV.5 IR LAMBD |Continuous variable used for an ETL technology to represent the portion of
(r.t,p,k) cumulative investment in capacity (R_CCAP) that lies in the k™ interval of the
piecewise linear approximation of the cumulative cost curve. For a given ETL
technology and given time period, ETL model constraints involving this
variable and the associated binary variable R_DELTA ensure that R LAMBD
is positive for exactly one interval k.
ETLV.6 |R_ SV INV  [The discounted salvage cost of learning investments for an ETL technology
(r,t,p) that is credited back to the regional objective function (MR PRICE) for

learning technologies remaining past the end of the modeling horizon.
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2.8.2.1 R CCAP(rtp)

Description:

Purpose and
Occurrence:

The cumulative investment in capacity for an ETL technology.

This variable tracks the cumulative investment in capacity for an ETL technology
which then determines, along with the progress ratio, how much the investment
cost is to be adjusted for the learning gains.

This variable is generated for each ETL technology in all time periods beginning
from the period that the technology is first available (START). It appears in the
cumulative capacity definition constraint (MR _CUINV) that defines it as the initial
cumulative capacity (ETL-CUMCAPO) plus investments in new capacity (R_INV) made
up to and including the current period. It also appears in the cumulative capacity
interpolation constraint (MR _CC). This constraint equates R CCAP(r,t,p) to the sum
over k of the variables R LAMBD(r,t,p,k) used to represent the cumulative investment in
capacity lying in the k™ interval of the piecewise linear approximation of the cumulative

cost curve.

Units:

Bounds:

PJ/a, Gw, or Bvkm/a, or any other unit defined by the analyst to represent
technology capacity.

This variable is not directly bounded. It may be indirectly bounded by specifying
a bound (IBOND(BD)) on the level of investment in new capacity (R_INV).

2.8.2.2 R _CCOST(rtp)

Description:
Purpose and

Occurrence:

Units:

Bounds:

The cumulative cost of investment in capacity for an ETL technology.

This variable defines the interpolated cumulative cost of investment in capacity
in terms

of the continuous variables R_LAMBD and the binary variables R DELTA, and
the internal model parameters ALPH and BETA. ALPH and BETA represent the
intercepts on the vertical axis and the slopes, respectively, of the line segments in
the piecewise linear approximation of the cumulative cost curve.

This variable is generated for each ETL technology in all time periods beginning
from the period that the technology is first available (START). It appears in the
cumulative cost interpolation equation (MR _COS) that defines it. It also appears
in the equations MR _IC1 and MR _IC2 that define the R_IC variables that
represent the portions of the cumulative cost of investment in capacity that are
incurred in period t.

Million 2000 USS$, or any other unit in which costs are tracked.

None.
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2.8.2.3 R DELTA(rtp,k)

Description:

Purpose and

Occurrence:

Units:

Bounds:

Binary variable (takes the value 0 or 1) used for an ETL technology to indicate in
which interval of the piecewise linear approximation of the cumulative cost curve
the cumulative investment in capacity (R_CCAP) lies.

To indicate which step on the learning curve a technology achieves. A value of 1
for

this variable for interval k, and zero values for intervals # k, imply that the
cumulative investment in capacity (R_CCAP) lies in the k™ interval of the
piecewise linear approximation of the cumulative cost curve.

This binary variable, along with the associated continuous variable R LAMBD,
are generated for each ETL technology in all time periods beginning from the
period that the technology is first available (START), and for each interval in the
piecewise linear approximation. It appears in the constraint MR_DEL, whose
purpose is to ensure that, for each ETL technology in each period, it has a value
of 1 for exactly one interval k (with zero values for intervals # k); and in the
cumulative cost interpolation constraint (MR _COS). It also appears in the pair of
constraints MR _LA1 and MR_LA2, whose purpose is to ensure that R LAMBD,
if positive for interval k, is between the two break points on the horizontal axis
for interval k in the piecewise linear approximation. (See below under “Purpose
and Occurrence” for the variable R. LAMBD.)

Finally, this binary variable appears in two constraints MR _EXPE1 and
MR_EXPE2, whose purpose is to reduce the domain of feasibility of the binary
variables and thereby improve solution time for the Mixed Integer Program
(MIP).

None. This is a binary variable that takes the value 0 or 1.

This binary variable is not directly bounded.

2.8.24 R IC(rtp)

Description:

Purpose and

Occurrence:

The portion of the cumulative cost of investment in capacity for an ETL
technology (R_CCOST) that is incurred in period t.

This variable represents the portion of the cumulative cost of investment in
capacity for

an ETL technology that is incurred in period t, and so is subject to the same
discounting in the objective function (MR PRICE) that applies to other period t
investment costs.

This variable is calculated as the difference between the cumulative costs of
investment in capacity for period t and t-1, and is generated for each ETL
technology in all time periods beginning from the period that the technology is
first available (START). Apart from its appearance in the objective function, this
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Units:

Bounds:

variable appears in the constraints MR _IC1 and MR _IC2 that define it in the first
period that the technology is available, and in subsequent periods, respectively. It
also appears in the salvage of investments for learning technologies constraint
(MR _SV) which calculates the amount to be credited back to the objective
function for learning capacity remaining past the modeling horizon (R_SV_INV).

Million 2000 USS$, or any other unit in which costs are tracked.

None.

2.8.2.5 R _LAMBD(r,tp,k)

Description:

Purpose and
Occurrence:

Units:

Bounds:

Continuous variable used for an ETL technology to represent the portion of
cumulative investment in capacity (R_CCAP) that lies in the k™ interval of the
piecewise linear approximation of the cumulative cost curve.

A positive value for this variable for interval k, and zero values for intervals = k,
imply that the cumulative investment in capacity (R_CCAP) lies in the K
interval of the piecewise linear approximation of the cumulative cost curve. This
continuous variable, along with the associated binary variable R_DELTA, are
generated for each ETL technology in all time periods beginning from the period
that the technology is first available (START), and for each interval in the
piecewise linear approximation.

Since this variable represents the portion of the cumulative investment in
capacity (R_CCAP) that lies in the k™ interval of the piecewise linear
approximation of the cumulative cost curve, the value of R LAMBD - if positive
— is required to be between CCAPK(k-1,p) and CCAP(k,p), where the internal
model parameters CCAPK are the break points on the horizontal axis in the
piecewise linear approximation of the cumulative cost curve. A zero value for
R _LAMBD is also allowed. These requirements on the value of R LAMBD are
imposed via the pair of constraints MR_LA1 and MR_LA2, in which the value
for R_LAMBD is subject to lower and upper bounds of CCAPK(k-1,p) *

R _DELTA and CCAP(k,p) * R_DELTA respectively, where R DELTA =
R_DELTAC(r,t,p,k) is the binary variable associated with R LAMBD =

R _LAMBD(r,t,p,k).

This variable also appears in the cumulative capacity interpolation constraint
(MR_CC), and the cumulative cost interpolation constraint (MR _COS).

PJ/a, Gw, or Bvkm/a, or any other unit defined by the analyst to represent
technology capacity.

The pair of constraints MR _LA1 and MR LA2 that are discussed above have the
effect of either bounding R_ LAMBD between CCAPK(k-1,p) and CCAP(k,p), or
forcing R LAMBD to be zero.
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2.8.2.6 R SV INV(rtp)
Description:  The discounted salvage cost of learning investments for an ETL technology.

Purpose and This variable credits back to the regional objective function (MR _PRICE) the
Occurrence: discounted salvage cost of learning technology investments that remain available
past the end of the modeling horizon.

The variable is controlled by the MR SV constraint which is generated for each
learning technology for all periods in which some portion of the investment will
remain available past the end of the modeling horizon.

Units: Million 2000 USS$, or any other unit in which costs are tracked.

Bounds: None.

2.8.3 Equations

The equations that are used to model the Endogenous Technological Learning option in
MARKAL are presented in Table 2-25 below. Since the primary role of the variables and
equations used to model ETL is to control the standard MARKAL investment variable
(R _INV) and the associated dynamic cost of these investments, ETL is rather selt-
contained. That is the R_INV variable links the ETL decisions to the rest of the model,
and the R_IC investment cost variable determines the associated contribution to the
regional objective function (MR _PRICE). Note that the special clustered learning ETL
option involves one additional equation (MR _CLU, EQRef - ETLE.13), as compared with
the modeling of endogenous technology learning where there are no clusters.

Reminder: the ETL formulation is activated at run time from the data handling systems
(ANSWER and VEDA-FE) which in turn set the $SET ETL “YES’ switch.

Table 2-25. ETL-specific model constraints

EQRef Constraints Constraint Description GAMS Ref
(Indexes)
ETLE.1 IMR_CC The Cumulative Capacity Interpolation constraint foran |MMEQTEG.ML
(r,t,p) ETL technology. This constraint defines the cumulative

investment in capacity for a technology (R_CCAP) in a
period as the sum over all intervals k of the continuous
variables R LAMBD(r,t,p,k) that represent cumulative
investment in capacity as lying in the k™ interval of the
piecewise linear approximation of the cumulative cost
curve.
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EQRef Constraints Constraint Description GAMS Ref
(Indexes)
ETLE.2 MR _CLU Constraint that is generated only for the special clustered |MMEQUAC.ML
(r,t,p) learning ETL option (CLUSTER). For a key learning ETL
technology it defines investment in new capacity (R _INV)
as the weighted sum of investments in new capacity of the
associated clustered technologies.
ETLE.3 MR _COS The Cumulative Cost Interpolation constraint for an ETL |MMEQTEG.ML
(r,t,p) technology. This constraint defines the interpolated
cumulative cost of investment in capacity for a technology
(R_CCOST) in a period in terms of the binary variables
R _DELTA and the continuous variables R LAMBD, and
the internal model parameters ALPH and BETA.
ETLE.4 MR_CUINV The Cumulative Capacity Definition constraint for an MMEQTEG.ML
(r,t.p) ETL technology. Defines the cumulative investment in
capacity for a technology in a period as the initial
cumulative capacity (ETL-CUMCAPO) plus the sum of
investments in new capacity (R_INV) made up to and
including this period.
ETLE.5 MR DEL The constraint for an ETL technology that ensures that in |MMEQTEG.ML
(r,t,p) each period, there is exactly one interval k for which the
binary variable R DELTA(r,t,p,k) has value 1 (with zero
values for intervals # k).
ETLE.6 MR _EXPE1 One of two constraints for an ETL technology to improve |MMEQTEG.ML
(r,t,p,k) MIP solution time by reducing the domain of feasibility of]
the binary variables R DELTA.
ETLE.7 MR _EXPE2 Second of two constraints for an ETL technology to MMEQTEG.ML
(r.t,p,k) improve MIP solution time by reducing the domain of
feasibility of the binary variables R DELTA.
ETLE.8 [MR IC1 The constraint for an ETL technology that defines the MMEQTEG.ML
(r,t,p) portion of the cumulative cost of investment in capacity
(R _IC) that is incurred in period t, where t = START
period for the technology.
ETLE.9 [MR IC2 The constraint for an ETL technology that defines the MMEQTEG.ML
(r,t.p) portion of the cumulative cost of investment in capacity
(R_IC) that is incurred in each period t where t > START
period for the technology.
ETLE.10 [MR_LA1 The constraint for an ETL technology that sets a lower MMEQTEG.ML
(r.t,p,k) bound on the continuous variable R LAMBD(r,t,p,k).
ETLE.11 [MR LA2 The constraint for an ETL technology that sets an upper |[MMEQTEG.ML
(r,t,p,k) bound on the continuous variable R LAMBD(r,t,p,k).
ETLE.12 [MR_SV The constraint for an ETL technology that, in periods MMEQTEG.ML
(r,t,p) appropriately close to the model horizon, defines the
salvage cost of learning investment variable (R SV _INV)
in terms of the investment cost in said period (R _IC).
ETLE.13 [MR_SV2 The constraint for an ETL technology that, in periods MMEQTEG.ML
(r,t.p) appropriately far from the model horizon, defines the

salvage cost of learning investment variable (R SV _INV)

to be zero.
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EQRef Constraints Constraint Description GAMS Ref
(Indexes)
EQ#27 |MR PRICE The endogenously calculated cost of investments for MMEQPRIC.ML
(r) learning technologies (R_IC) needs to be discounted and

included in the regional objective function (MR _PRICE)
in place of the traditional investment calculation using
variable R INV.

2.8.3.1 MR CC(rtp)

Description: The Cumulative Capacity Interpolation constraint for an ETL technology.

Purpose and This constraint defines the cumulative investment in capacity for a technology in

Occurrence:

Units:

Type:

a

period (R_CCAP) as the sum over all intervals k of the continuous variables

R_LAMBD(r,t,p,k) that represent cumulative investment in capacity as lying in
the k™ interval of the piecewise linear approximation of the cumulative cost

curve. This constraint links the cumulative capacity investment variable

(R_CCAP) to the variables R_LAMBD. In combination with other ETL
constraints, it is fundamental to ensuring the validity of the piecewise linear

approximation of the cumulative cost curve.

This equation is generated in each time period beginning from the START period

for each ETL technology.
Technology capacity units.

Binding. The equation is an equality (=) constraint.

Interpretation of the results:

Primal:

The level of this constraint must be zero in a feasible solution.

Dual variable: The dual variables of mixed integer problems have limited usefulness, as

Remarks:

discussed in section 1.9.

GAMS Routine: MMEQTEG.ML

MATHEMATICAL DESCRIPTION

EQ#ETLE.l: MR _CC., Vp eteg

rt,p

Cumulative investment in capacity in the current period.

R_ccap,

344




Sum over all intervals k (in the piecewise linear approximation of the cumulative cost
curve) of the continuous variables R_LAMBD in the current period t.

%R _LAMBD,.; ,

2.8.3.2 MR CLU(rtp)

Description:

Purpose and

Occurrence:

Units:

Type:

For a key learning ETL technology it defines investment in new capacity
(R_INV) as the weighted sum of investments in new capacity of the attached
clustered technologies. The weights used are the numeric values of the
CLUSTER parameter.

Defines the relationship between investment in new capacity for a key learning
ETL

technology and investment in new capacity for the associated clustered
technologies.

This equation is generated in each time period beginning from the START period
for each ETL technology that is a key learning technology, that is, that has
associated clustered technologies.

Money units, e.g., million 2000 US$, or any other unit in which costs are tracked.

Binding. The equation is an equality (=) constraint.

Interpretation of the results:

Primal:
Dual variable:

Remarks:

The level of this constraint must be zero in a feasible solution.
The dual variable (DVR _CLU) of this constraint in the MIP solution is of little
interest.

Activation of the special clustered learning ETL option occurs automatically
if data is included for the ETL-CLUSTER parameter.

GAMS Routine: MMEQUAC.ML

MATHEMATICAL DESCRIPTION

EQ#ETLE.2: MR_CLU,, ¥ (

(p eteg) A(NTCHTEG. , > 0)a
START, , >1)

Investment in new capacity (for key learning technology p € teg) in period t.
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=

R_INV,,,

The weighted sum of the investments in new capacity in period t of the
clustered technologies p’ attached to the key learning technology p € teg, and
whose START period is less than or equal to t. The weights used are the
numeric values of the CLUSTER parameter.

p'$(CL USTER,.

FR_INV, ;1)

D >0)A (CLUSTER,, DD
p,p'

START,. <t

r.,p—

2.8.3.3 MR COS(rtp)

Description: The Cumulative Cost Interpolation constraint for an ETL technology.

Purpose and This constraint defines the interpolated cumulative cost of investment in capacity

Occurrence:

Units:

Type:

fora

technology in a period (R_CCOST) in terms of the binary variables R DELTA
and the continuous variables R LAMBD, and the internal model parameters
ALPH and BETA, where ALPH and BETA represent the intercepts on the
vertical axis and the slopes, respectively, of the line segments in the piecewise
linear approximation of the cumulative cost curve. For a more precise definition,
see “Mathematical Description” below. In combination with other ETL
constraints, it is fundamental to ensuring the validity of the piecewise linear
approximation of the cumulative cost curve.

This equation is generated in each time period beginning from the START period
for each ETL technology.

Money units, e.g., million 2000 US$, or any other unit in which costs are tracked.

Binding. The equation is an equality (=) constraint.

Interpretation of the results:

Primal:

The level of this constraint must be zero in a feasible solution.

Dual variable: The dual variables of mixed integer problems have limited usefulness, as
discussed in

Remarks:

section 1.9..

GAMS Routine: MMEQTEG.ML
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MATHEMATICAL DESCRIPTION

EQ#ETLE.3: MR_COS,, ,Vp eteg

Interpolated cumulative cost of investment in capacity in the current period.

R _CCOST
- r,t

b

Sum over all intervals k (in the piecewise linear approximation of the cumulative cost
curve) of ALPH times the binary variable R_ DELTA plus BETA times the continuous
variable R LAMBD, for the current period t, where ALPH and BETA represent the

intercepts on the vertical axis and the slopes, respectively, of the k™ interval.

k +BETAy ,*R _LAMBD

r,t,p,k)

%(ALPH k.p*R_DELTA, ,

2.8.3.4 MR CUINV(rtp)

Description: The Cumulative Capacity Definition constraint for an ETL technology.

Purpose and This constraint defines the cumulative investment in capacity for a technology in
a

Occurrence: period (R_CCAP) as the initial cumulative capacity (CCAPO) plus the sum of
investments in new capacity made up to and including this period.

This equation is generated in each time period beginning from the START period

for each ETL technology.
Units: Technology capacity units.
Type: Binding. The equation is an equality (=) constraint.

Interpretation of the results:

Primal: The level of this constraint must be zero in a feasible solution.

Dual variable: The dual variables of mixed integer problems have limited usefulness, as
discussed in section 1.9.

Remarks:

GAMS Routine: MMEQTEG.ML
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MATHEMATICAL DESCRIPTION

EQ#ETLE.4: MR_CUINV,, Vp cteg

Cumulative investment in capacity in the current period.

R _CCAP

S

Cumulative investment in capacity at the start of the
learning process.

C O/ U T

r’p

Sum of the investments made since the technology is first

available.
> R_INV,,,
u=START

2.8.3.5 MR DEL(rtp)

Description: The constraint for an ETL technology that ensures that in each time period, there
is exactly one interval k for which the binary variable R_DELTA(r,t,p,k) has
value 1 (with zero values for intervals # k).

Purpose and To ensure that only one of the binary variable R DELTA(r,t,p,k) has value 1 for
each

Occurrence: technology. This constraint, in combination with other ETL constraints, is
fundamental to ensuring the validity of the piecewise linear approximation of the
cumulative cost curve.

This equation is generated in each time period beginning from the START period

for each ETL technology.
Units: None.
Type: Binding. The equation is an equality (=) constraint.

Interpretation of the results:

Primal: The level of this constraint must be 1 in a feasible solution.

Dual variable: The dual variables of mixed integer problems have limited usefulness, as
discussed in section 1.9.

Remarks:

GAMS Routine: MMEQTEG.ML
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MATHEMATICAL DESCRIPTION

EQ# ETLE.5: MR DEL

Vp eteg

rt,p

Sum over all intervals k (in the piecewise linear approximation of the cumulative cost
curve) of the binary variables R_DELTA in the current period t.

SR_DELTA, , ,\

2.8.3.6 MR EXPEI(rtp,k)

Description:

Purpose and

Occurrence:

Units:

Type:

One of two constraints for an ETL technology to improve MIP solution time by
reducing the domain of feasibility of the binary variables R DELTA.

To improve MIP solution time this constraint takes advantage of the observation
that

cumulative investment is increasing with time, thus ensuring that if the
cumulative investment in period t lies in segment k, then it will not lie in
segments k-1, k-2, ..., 1 in period t+1.

This equation is generated for each ETL technology in each time period
beginning from the START period and excluding the final period (TLAST), and
for each interval k in the piecewise linear approximation of the cumulative cost

curve.

None.

Binding. The equation is a greater than or equal to (=) constraint.

Interpretation of the results:

Primal:

Dual variable:

Remarks:

The level of this constraint must be greater than or equal to zero in a feasible
solution.

The dual variables of mixed integer problems have limited usefulness, as
discussed in section 1.9.

GAMS Routine: MMEQTEG.ML

MATHEMATICAL DESCRIPTION
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EQ#ETLE.6: MR EXPE]

V(p eteg) A(t <TLAST)

rt,pk

Sum over intervals j < k of binary variables R DELTA(r,t,p,j), for the K™ interval, in
period t.

Y (R_DELTA
i<k

)

r’t’pQJ)

Sum over intervals j < k of binary variables R DELTA(r,t,p,j), for the K" interval, in
period t+1.

Y (R _DELTA

r.t+l,p, )
i<k P-J

2.8.3.7 MR_EXPE2(rtp,k)

Description: Second of two constraints for an ETL technology to improve MIP solution time

by reducing the domain of feasibility of the binary variables R DELTA. Both
constraints rely on the observation that cumulative investment is increasing as
time goes on.

Purpose and To improve MIP solution times this constraint is derived from the observation

that if

Occurrence: cumulative investment in period t lies in segment k, then it must lie in segment k

Units:

Type:

or k+1 or k+2 etc ... in period t+1.

This equation is generated for each ETL technology in each time period
beginning from the START period and excluding the final period (TLAST), and
for each interval k in the piecewise linear approximation of the cumulative cost
curve.

None.

Binding. The equation is a less than or equal to (<) constraint.

Interpretation of the results:

Primal:

The level of this constraint must be less than or equal to zero in a feasible
solution.

Dual variable: The dual variables of mixed integer problems have limited usefulness, as

discussed in section 1.9.

Remarks:
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GAMS Routine: MMEQTEG.ML

MATHEMATICAL DESCRIPTION

EQ#ETLE.7: MR EXPE2 . . N(peteg)n(t<TLAST)

rt,p.k

Sum over intervals j > k of binary variables R DELTAC(r,t,p,j), for the K™ interval, in
period t.

Y (R_DELTA

r9t9 9 .)
ik p-J

&

Sum over intervals j > k of binary variables R DELTA(r,t,p,j), for the K™ interval, in
period t+1.

Y (R_DELTA

r.t+1,p, )
ik p-J

2.8.3.8 MR ICI(rtp)

Description: The constraint for an ETL technology that defines the portion of the cumulative
cost of investment in capacity (R_IC) that is incurred in period t, where t =
START period for the technology.

Purpose and To determine the variable R_IC which represents the current investment cost
incurred

Occurrence: in the first period a learning technology is available according to the cumulative
investments made in that period. where R_IC then enters the regional objective
function (MR _PRICE) subject to the same discounting that applies to other
period t investment costs.

This equation is generated in the START period for each ETL technology.
Units: Money units, e.g., million 2000 USS$, or any other unit in which costs are tracked.
Type: Binding. The equation is an equality (=) constraint.
Interpretation of the results:
Primal: The level of this constraint must be zero in a feasible solution.
Dual variable: The dual variables of mixed integer problems have limited usefulness, as

discussed in section 1.9.

Remarks:
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GAMS Routine: MMEQTEG.ML

MATHEMATICAL DESCRIPTION

EQ#ETLE.8: MR _IC1,, V(peteg) A(t=START, )

The portion of the cumulative cost of investment in capacity that is incurred in period t,
in this case the first period the technology is available.

R_IC;;

The cumulative cost of investment in new capacity in the first period t (t = START).

R_CCOST, =

The initial cumulative cost of investment in new capacity for a learning technology.

CCUCUUO0I1YU

2.8.3.9 MR IC2(rtp)

Description: The constraint for an ETL technology that defines the portion of the cumulative
cost of investment in capacity that is incurred in each period t where t > START
period for the technology.

Purpose and To determine the variable R_IC which represents the current investment cost
incurred

Occurrence: in period t according to the cumulative investments made thus far, where R_IC
then enters the regional objective function (MR _PRICE) subject to the same
discounting that applies to other period t investment costs.

This equation is generated in each time period greater than the START period for

each ETL technology.
Units: Money units, e.g., million 2000 USS$, or any other unit in which costs are tracked.
Type: Binding. The equation is an equality (=) constraint.

Interpretation of the results:

Primal: The level of this constraint must be zero in a feasible solution.

Dual variable: The dual variables of mixed integer problems have limited usefulness, as
discussed in section 1.9.
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Remarks:

GAMS Routine: MMEQTEG.ML

MATHEMATICAL DESCRIPTION

EQ#ETLE.9: MR _IC2,, V(p eteg)n(t> START, )

The portion of the cumulative cost of investment in capacity that is incurred in period t.

=

R_IC,,,

The cumulative cost of investment in new capacity as of period t.

R _CCOST, -

ratnp

The cumulative cost of investment in new capacity as of the previous period t-1.

K _CCOUM1

r,t—1,p

2.8.3.10 MR _LAl(r,tp,k)

Description:

Purpose and

Occurrence:

Units:

Type:

The constraint for an ETL technology that sets a lower bound on the continuous
variable R LAMBD(rt,p,k).

To set the lower bound for R LAMBD(r,t,p,k) to CCAPK(r,k-1,p) * R_ DELTA,
where

CCAPK(r,k-1,p) is the left hand end of the k™ interval and R _DELTA =

R _DELTAC(r,t,p,k) is the binary variable associated with R LAMBD(x,t,p,k). If
binary variable R DELTA = 1, the effect is to set a lower bound on variable
R_LAMBD(r,t,p,k) of CCAPK(r,k-1,p), whereas if R_DELTA = 0 the effect is to
set a lower bound of 0.This constraint, in combination with other ETL
constraints, is fundamental to ensuring the validity of the piecewise linear
approximation of the cumulative cost curve.

This equation is generated in each time period beginning from the START period
for each ETL technology, and for each interval k in the piecewise linear
approximation of the cumulative cost curve.

Technology capacity units.

Binding. The equation is a greater than or equal to (=) constraint.

Interpretation of the results:
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Primal: The level of this constraint must be greater than or equal to zero in a feasible
solution.

Dual variable: The dual variables of mixed integer problems have limited usefulness, as
discussed in section 1.9.

Remarks:
GAMS Routine: MMEQTEG.ML

MATHEMATICAL DESCRIPTION

EQ#ETLE.10: MR LAl ., Vp e teg

rt,p.k

Portion of the cumulative investment in capacity that lies in the k™ interval (of the
piecewise linear approximation of the cumulative cost curve), in the current period.

R_LAMBD, ,,
)

Left hand end of the k™ interval (CCAPK(r,k-1,p)) times binary variable
R _DELTAC(r,t,p,k), in the current period.

CCAPK,, , ,*R_DELTA

rt,pk

2.8.3.11 MR _LA2(rt,p.k)

Description: The constraint for an ETL technology that sets an upper bound on the continuous
variable R LAMBD(r,t,p,k).

Purpose and To set the upper bound of R LAMBD(r,t,p,k) to CCAPK(r.k,p) * R DELTA,
where

Occurrence: CCAPK(r,k,p) is the right hand end of the k™ interval and R DELTA =
R_DELTAC(r,t,p,k) is the binary variable associated with R LAMBD(r,t,p,k). If
binary variable R DELTA = 1, the effect is to set an upper bound on variable
R _LAMBD(r,t,p,k) of CCAPK(r,k,p), whereas if R DELTA = 0 the effect is to
set an upper bound of 0.This constraint, in combination with other ETL
constraints, is fundamental to ensuring the validity of the piecewise linear
approximation of the cumulative cost curve.

This equation is generated in each time period beginning from the START period

for each ETL technology, and for each interval k in the piecewise linear
approximation of the cumulative cost curve.
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Units: Technology capacity units.
Type: Binding. The equation is a less than or equal to (<) constraint.

Interpretation of the results:

Primal: The level of this constraint must be less than or equal to zero in a feasible
solution.

Dual variable: The dual variable (DVR LA?2) of this constraint in the MIP solution is of little
interest.

Remarks:

GAMS Routine: MMEQTEG.ML

MATHEMATICAL DESCRIPTION

EQ# ETLE.11: MR LA?2 Vp € teg

r’tﬁp’k

Portion of the cumulative investment in capacity that lies in the k™ interval (of the
piecewise linear approximation of the cumulative cost curve), in the current period.

R _LAMBD.

)t’p)k

&

Right hand end of the k™ interval (CCAPK(r,k,p)) times binary variable
R_DELTAC(x,t,p,k), in the current period.

CCAPK,, ,*R_DELTA

rﬁt)p)k

2.8.3.12 MR SV(r,tp)

Description: The constraint for an ETL technology that, in periods appropriately close to the
model horizon, defines the salvage cost of learning investment variable
(R_SV_INV) in terms of the variable R_IC. Note that for a technology with
lifetime LIFE, investment in new capacity in period t will be available until (t +
LIFE — NYRSPER), and hence will still be available at the end of the model
horizon (TLAST) if t satisfies:
t+ LIFE — NYRSPER > TLAST.

Purpose and Definition of the variable R_SV _INV facilitates taking account of the salvage
cost of
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Occurrence: learning investments for ETL technologies in the objective function
(MR_PRICE).

This equation is generated for each ETL technology in each time period t that
satisfies the above condition on t.

Units: Money units, e.g., million 2000 US$, or any other unit in which costs are tracked.

Type: Binding. The equation is an equality (=) constraint.

Interpretation of the results:

Primal: The level of this constraint must be zero in a feasible solution.

Dual variable: The dual variables of mixed integer problems have limited usefulness, as
discussed in section 1.9.

Remarks:

GAMS Routine: MMEQTEG.ML

MATHEMATICAL DESCRIPTION

t+ LIFE— NYRSPER>

EQ#ETLE.12: MR SV V(v et
Q = (peteg)n TLAST

rzt’p

Salvage costs of learning investments in period t whose
capacity remains active after the modelling horizon.

R _SV_INV

rt,p

Portion of cumulative investment cost that is incurred in period t
(R_IC(r,t,p)) which remains active after the end of the modeling horizon and
must be credited back to the objective function (MR _PRICE). The

SAL _ETLINVr.,t,p multiplier is not actually a parameter, but the expression

R_IC,,, *(SAL _ELTINV

Where

r,t,p)
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SAL ELTINV. . =

rt,p
" ((1+ DISCOUNTSnot DISCRATE, +) _
1—| | DISCRATE,
(~ NYRSPER*(ord(t) + LIFE, - card(t) 1))

[1 + DISCOUNTSnot DISCRATE, J .x
/

DISCRATE,

| (NYRSPER*(card(t) +1— ord(t)))

i (1 + DISCOUNTSnot DISCRATE, ) .
1| | DISCRATE,

(—~ NYRSPER* LIFE,)

2.8.3.13 MR _SV2(r,tp)

Description:

Purpose and

Occurrence:

Units:

Type:

The constraint for an ETL technology that, in periods appropriately far from the
model horizon, defines the salvage cost of learning investment variable
(R_SV_INV) to be zero. Note that for a technology with lifetime LIFE,
investment in new capacity in period t will be available until (t + LIFE —
NYRSPER), and hence will no longer be available at the end of the model
horizon (TLAST) if t satisfies:

t+ LIFE — NYRSPER < TLAST.

Definition of the variable R_ SV _INV facilitates taking account of the salvage
cost of
learning investments for ETL technologies in the objective function

(MR_PRICE).

This equation is generated for each ETL technology in each time period t that
satisfies the above condition on t.

Money units, e.g., million 2000 US$, or any other unit in which costs are tracked.

Binding. The equation is an equality (=) constraint.

Interpretation of the results:

Primal:
Dual variable:

Remarks:

The level of this constraint must be zero in a feasible solution.
The dual variables of mixed integer problems have limited usefulness, as
discussed in section 1.9.

The analyst controls the activation of the ETL formulation at run time by means
of the $SET ETL “YES’ switch and the inclusion of the required ETL data.

GAMS Routine: MMEQTEG.ML
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MATHEMATICAL DESCRIPTION

t+LIFE— NYRSPER<

EQ#ETLE.13: MR SV2 VWV t
Q — rt,p (pe eg)/\ TLAST

Salvage costs of learning investments in period t for which

the capacity will no longer be available after the end of the
modelling horizon.

R SV _INV

rtp

2.8.3.14 MR _PRICE(r)
- see EQ# 27 in section 2.5 for a general description without ETL

Description: Regional objective function adjusted to include the endogenously determined
investment cost (R_IC) for new investments in learning technologies.

Purpose and The objective function is changed (for learning technologies only) by replacing

the traditional calculation of discounted cost of investments in new capacity with
that of

Occurrence: the endogenously determined value. This equation is generated for each region
where

the learning investment costs occur in each time period beginning from the
START

period for each ETL technology.

GAMS Routine: MMEQPRIC.ML

MATHEMATICAL DESCRIPTION

EQ#27: MR PRICE,

All the basic objective function terms.

The calculated investments costs associated with the ETL technologies,
adjusted for any salvage.
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s |PRI _DISC
t,peteg

*(R_IC,, ¢

A p , ,p_R—SV—[NVr,t,p)]

2.9 Modeling of Uncertainty using Stochastic Programming

As discussed in section 1.11 MARKAL has a facility to permit the modeling of
uncertainty with respect to assumptions related to future events (e.g., emission limits,
demand levels reflecting economic activity) and technology assumptions (e.g.,
investment cost of new technologies).

In order to model stochastic optimization in MARKAL the standard model formulation
(equation and variables) is augmented with an additional index, SOW corresponding to
the State of the World. A SOW is established for each future state for which a probability
(PROB) is provided by the analyst. The sum of these probabilities must equal 1. Some of
the input data differ for different SOW’s. Besides the data describing the values to be
taken by the model components for each SOW, the only other data required is the time of
resolution of the uncertainty (START STG2). The resolution period determines the point
in time when the event tree (see section 1.11, Figure 1-12) fans out, and the number of
SOW members determines how many branches there are in the event tree. Note that as
currently implemented in standard MARKAL only 2-stage stochastic programming is
allowed, that is there is only one resolution time (another, not generally available
formulation of MARKAL supports general multi-stage stochastic programming where
more than one resolution date is permitted, see section 1.11).

A single PROB is provided by the analyst for each SOW, and this probability is applied
to all input data.

The stochastic model constructed on the SOW and PROB data is a single linear program
(LP) that can be substantially larger that the basic non-stochastic model it is based on.
This is because while for the periods before the resolution period (the so called hedging
periods) there is only a single set of model equations and variables, from the resolution
period onwards there are equations and variables for each SOW.

Note that the stochastic formulation of MARKAL may not be used in conjunction
with the multi-region or MACRO/MICRO versions of the model.

Note that the stochastic version of MARKAL may NOT be used in conjunction
with the MARKAL LAG/LED energy and material flow options, owing to the
inter-temporal nature of these options and the complications involved in handling
them.
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2.9.1 Sets, Switches and Parameters

As with all other aspects of MARKAL the user describes the stochastic nature of the
energy system by means of a Set and the Parameters described in this section (there are
no switches employed in the stochastics formulation). Table 2-26 and Table 2-27 below
describe the User Input Parameters, and the Matrix Coefficient and Internal Model Sets
and Parameters, respectively, that are associated with the stochastic programming option.
The core parameters that represent the stochastic data are closely related to their standard
MARKAL counterparts. So in the Related Parameters section of the table below, these
(stochastic) input parameters are provided; and the user is referred to Table 2-6 for full
details of the non-stochastic equivalent parameter.
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Table 2-26. Definition of stochastic user input data

Input Data Alias/Internal |Related Parameters |Units/Range & Instance Description
(Indexes) Name Defaults (Required/Omit/
Special Conditions)
LAMBDA e Scalar o e Risk aversion indicator.
e [>=0]; default 0.
PROB Sow e Fraction e Provided for The probability to be assigned to values provided for
(sow) e [0-1]; no default each state-of-  |each SOW .
the-world to be [e  The total system cost for each SOW path is
monitored multiplied by PROB in the overall stochastic
e The sum of all objective function (MS_Exp_ Cst).
the PROB
entries MUST =
1.
S _ARAF S T ARAF ARAF e Fraction. e Providedifa Annual reservoir availability for each SOW.
(p,sow,t) e [0-1]; no default. | hydro plant has an | See ARAF entry in Table 2-6 for details.
annual limit on the
reservoir for each
SOW.
S BOUND(BD) S TCHBOUND BOUND(BD) e Units of capacity |¢ Provided if Limit on capacity of a technology in a period for each
(p,bd,sow,t) TCH_BND (e.g., GW, PJa). capacity of a SOW.
e [open]; no technology is to be |[¢  See BOUND(BD) entry in Table 2-6 for details.
default. explicitly limited
for each SOW.
S BOUND(BD)O S TCH BNDO BOUND(BD)O |e Units of activity |e Provided if Limit on total annual activity of a technology in a period.
(p.bd,sow,t) TCH_BNDO (e.g., GWh, PJ). activity of a for each SOW
e [open]; no technology is to be |[¢  See BOUND(BD)O entry in Table 2-6 for details.
default. explicitly limited
for each SOW.
S_BOUND(BD)Or | § SEPBOUND | BOUND(BD)Or |e Units of activity [e Provided if Limit on total activity of a resource supply option in a
(s,bd,sow,t) SEP_BND (e.g., GWh, PJ). activity of a period for each SOW.

e [open]; no

resource supply

e See BOUND(BD)Or entry in Table 2-6 for details.
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Input Data Alias/Internal (Related Parameters Units/Range & Instance Description
(Indexes) Name Defaults (Required/Omit/
Special Conditions)
default. option is to be
explicitly limited
for each SOW.
S COST S SEPCOST COST e Base year e Provided Annual cost of a resource supply option for each SOW.
(s,s0w,1) monetary units per | whenever a costis |[¢ See COST entry in Table 2-6 for details.
commodity unit incurred to supply
(e.g., 2000M$/PJ). a resource for each
e [open]; no SOW.
default.
S DEMAND S DEM DEMAND e Units of end-use | Required for Annual demand for an energy service for each SOW.
(d,sow,t) DM_DEM demand. each end-use e See DEMAND entry in Table 2-6 for details.
e [open]; no demand that is to
default. be handled
stochastically.
S ENV_MAXEM S EM BND EM_BOUND e Tons or thousand |¢ When there is to |Upper or fixed limit on emissions in a period for each
(v,sow,t) tons. be an annual limit |[SOW.
S_ENV_BND(BD) S EM_FIX EM_FIX e [open]; no imposed on e See ENV_BOUND(BD) entry in Table 2-6 for
(v,sow,bd,t) default. emissions for each details.
SOW.
S ENV_CUM ENV_CUM e Tons or thousand |¢ When there is to |Upper cumulative limit on emissions over the entire
(v,sow) tons. be a cumulative  |modeling horizon for each SOW.
e [open]; no limit imposed on e See ENV_CUMMAX entry in Table 2-6 for
default. emissions for each details.
SOW.
S_IBOND(BD) S TCH IBND IBOND(BD) e Units of capacity |¢ Provided if new |Limit on new investment in a technology in a period for
(p,bd,sow,t) TCH_IBND (e.g., GW, PJa). investment in a each SOW.
e [open]; no technology is to be |[¢  See IBOND(BD) entry in Table 2-6 for details.
default. explicitly limited
for each SOW.
S SRAF(Z) S T SRAF SRAF(Z) e Fraction. e Providedifa Seasonal reservoir availability for each SOW.
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Input Data
(Indexes)

Alias/Internal
Name

Related Parameters

Units/Range &
Defaults

Instance
(Required/Omit/
Special Conditions)

Description

(p,z,50w,t)

[0-1]; no default.

hydro plant has a
seasonal limit on
the reservoir for
each SOW.

e See SRAF(Z) entry in Table 2-6 for details.

SOw™

ALLSOW

PROB
REALSOW
SON

o Set
e 1o default.

e Derived from
the entries in
PROB as the list
of states-of-the-
world.

e Members must
be named SW1-
SWO. If more
that nine SOW
are required then
the set
ALLSOW must
be provided
explicitly.

This set corresponds to the entries in the probability table
(PROB) thereby establishing the list of set members that
control how many different states are to be handled, what
stochastic data instances can be provided, and how many
instances of the stochastic equations and variables are to
be handled.

START STG2

Year.
no default.

e Provided to
indicate when
stochastic phase
of the model
begins.

The period (year) corresponding to the resolution of
uncertainty, and thus the last period of the hedging phase
and the point from which the event tree fans out for each
of the SOW.

3 SOW is actually not provided explicitly as input data, though the various values for the states-of-the-world must be established by the user in the data handling
system as part of establishing the PROB table and related stochastic data.
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Table 2-27. Stochastic option-specific matrix coefficients and internal model parameters

Matrix Controls & | Type Description & Calculations
Coefficients
(indexes)

PATH S |A mapping set that indicates for each period which SOW index to use. For all SOWs this set has SW1 for the first

(t,sow,s0w) index for all periods prior to the resolution of uncertainty (START STG?2), thereafter for each SOW both indexes are
the corresponding SOW. This thus indicates whether equations and variables are to be generated for only SWI or
each SOW in a period.

P _SOW S |Indicator of periods for each SOW. Only the first SOW, SW1, has an entry for the hedging periods, that is the periods

(t,sow) before the resolution of uncertainty (START STG2). For SWI and all other SOWs there are entries only for the
periods after START STG?2.

TPN<tech grp> S [Mapping sets for each technology group (e.g., TCH, CON, DMD, PRC) that indicates from which period a

(t,sow,p/s) technology or resource option is available (START) to each SOW.

TPNN<tech_grp> S |Mapping sets for each technology group (e.g., TCH, CON, DMD, PRC) that indicates for each SOW which SOW

(t,sow,sow,p/s) applies, that is SW1 during the hedging period or the actual SOW during the event tree periods.
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2.9.2 Variables

As noted earlier, the variables that are used to model the stochastic programming version of
MARKAL are the same variables that make up the deterministic MARKAL model, with two
minor adjustments. The main difference is that the variables require another index
corresponding to the state-of-the-world, SOW. To standardize the handling of this index it is
always introduced after the period index, thus it is usually the second index (or the first if there
is no period index) in the variable. To accommodate this requirement each standard model
variable name is adjusted by adding a prefix, S_, to the variable name. So for example the
capacity variable, CAP(t,p) becomes S CAP(t,sow,p). During matrix generation the
appropriate SOW index value is then entered into S CAP according to the set PATH and the
period being worked on.

As there 1s thus essentially no redefinition of the variables for the stochastic formulation, other
than the control of the instances of the variable according to the control sets PATH and
TPN/TPNN<tech grp>, the user is referred to section 2.4 for details on the variables of the
model. Below in Table 2-28 the variables strictly involved with the stochastic version are listed,
however as it is rather straightforward the page of variable details in section 2.4 is not repeated
here for the stochastic variables.

Table 2-28. Variables

VAR Variable Variable Description
Ref (Indexes)
S.1 [Exp_ObjZ The variable equal to the expected sum of the total discounted cost associated
with each SOW.
S.2 (Multi_Obj The variable equal to multi-objective function, i.e. the objective function if

risk is accounted for. See the constraints section for a definition of the new
objective function

S.3 |Upside Dev The upside deviation between the total system cost for each SOW, and the
(sow) expected system cost.

2.9.3 Equations

As noted earlier, and as is the case with the variables, the equations that are used to model
stochastics are the same equations that make up the non-stochastic MARKAL model with two
minor adjustments. The main difference is that the equations require another index
corresponding to the state-of-the-world, SOW. To standardize the handling of this index it is
always introduced after the period index, thus it is usually the second index (or the first if there
is no period index) in the equation. To accommodate this requirement each standard model
equation name is adjusted by adding a prefix, MS , to the equation name. So for example the
capacity transfer equation, EQ CPT(t,p) becomes MS_CPT(t,sow,p). During matrix generation
the appropriate SOW index value is then entered into MS_CPT according to the set PATH and
the period being worked on.

As there is thus essentially no redefinition of the equations for the stochastic formulation, other

than the objective function (below) and the control over the generation of the appropriate
equations and variables according to PATH and TPN/TPNN<tech_grp> control sets mentioned
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above, the user is referred to section 2.5 for details on the core equations of the model. Below
in Table 2-29 the few equations directly related to only stochastic version are listed, and then
elaborated in some more detail, first for the standard stochastic objective function and then for
the risk aversion formulation.

Table 2-29. New constraints of stochastic MARKAL

EQR| Constraints Constraint Description GAMS Ref
ef (Indexes)
MS.1|MS_Exp Cst The expected total system cost, taking into consideration the |MMEQUA.MS
probability of each event path, to be minimized as the
objective function if risk aversion is assumed equal to 0.
MS.2|MS UpsideDev |The Upside deviation between the total system cost for sow |MMEQUA.MS
(sow) and the expected system cost.
MS.2[MS MLT OBJ |The multi-objective function, i.e. the objective function if risk [ MMEQUA.MS
(sow) is accounted for, by adding to the expected cost a risk term

obtained by multiplying a risk intensity LAMBDA by the
upside standard deviation. The upside standard deviation is
equal to the square root of the probability weighted sum of the
squared upside deviations for every state of nature,.

2.9.3.1 MS Exp Cst - Expected total discounted system cost, the stochastic objective

Description:

Purpose and

Occurrence:

Sfunction.

event.

assumed to be 0.

This equation is generated once, as the objective function.

GAMS Routine: MMEQUA.MS

MATHEMATICAL DESCRIPTION

EQ#S.1: MS Exp Cst

The expected total system cost over the entire horizon, using the probability of each

The objective function of the stochastic programming MARKAL when risk aversion is

The objective function RHS variable to be minimized, if risk aversion is

assumed to be 0.

Exp ObjZ

The total expected system cost..

366




> (PROB, *S_ObjZ
Sow

SOW)

2.9.3.2 MS Deviatn(sow) - Determination of the deviation between the total system cost and
the expected system cost.

Description: The deviation between the total system cost for the expected system cost is equal to the
upside deviation minus the downside deviation.

Purpose and To determine the up/downside deviations.
Occurrence:

This equation is generated for each SOW.
GAMS Routine: MMEQUA.MS

MATHEMATICAL DESCRIPTION

EQ#S.2: MS UpsideDev (sow)

The upside deviation variable

Upside _Dev,,

The positive part of the difference between total discounted system costs
associated with a given path and the expected total discounted cost.

S _objz . —Exp Obiz]|"

sSow

2.9.3.3 MS MLT OBJ - The objective function if risk is accounted for.

Description: The stochastic multi-objective function, the objective if risk is accounted for, by
attaching a weight lambda to the upside variance.

Purpose and To minimize the total expected dis-utility over the entire horizon, i.e. the expected cost
plus the LAMBDA-weighted expected deviation
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Occurrence: This equation is generated once, as the objective function.

GAMS Routine: MMEQUA.MS

MATHEMATICAL DESCRIPTION

EQ#S.3:MS MLT OBJ

The objective function RHS variable to be minimized.

Multi  Obj

The expected total system costs associated with all paths.

Exp ObjZ +

The upside standard deviation is equal to the square root of the squared upside
deviations for every state of nature, multiplied according to their probabilities.

Lambda*sqrt| Y (PROB Sow *(Upside _Devg,,, )2)
sow

2.10 The MARKAL-MICRO version of the elastic demand mechanism

As discussed in Section 1.6.3, MARKAL-MICRO is an alternate partial equilibrium
formulation of MARKAL that allows endogenous, price sensitive useful energy demand,
jointly with the price sensitive supply of energy. It accomplishes this by means of minimizing
the total surplus for the entire energy system via non-linear, convex programming.

The standard version of MARKAL includes a similar feature but it uses a step-wise linear
approximation of the demand curve that permits computing the equilibrium via Linear
Programming. One difference between the two versions is that MARKAL-MICRO accepts
cross-price elasticities, whereas Standard MARKAL accepts only own-price elasticities. Cross-
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price elasticities allow inter-demand substitutions, as for example between passenger car
transport and mass transit.

The easiest way to specify demand functions for MARKAL-MICRO is to calibrate them to the
reference exogenous demands of MARKAL. A manual procedure has been implemented™. To
calibrate the demand function without substitution, the inputs for the calibration procedure are:

1) the exogenous demand for the different demand categories and their associated shadow
prices from a reference MARKAL run, and

2) a price elasticity for each demand category.

The procedure, written in the SHFTDD.GMS file, computes the different parameters for the
demand functions, i.e. the constant parameter B and the shift-parameter y, assuming a demand

function: logQ, =B+y,—¢logP;. These parameters are then used in the MARKAL-MICRO
run.

When substitution possibilities are to be modeled, a Constant Elasticity of Substitution function
can be implemented. The calibration is again based on the demand and corresponding shadow
prices from a MARKAL run, with the substitution elasticity between the demand categories as
a given input. It is a two-step procedure:

- st step: computation of the share parameters o; for the sub-categories and the
prices of the aggregate demands through a small simultaneous equation model.

- 2nd step: calibration of the demand function for the aggregate demand
categories and for the demand categories without substitution.

Both calibration procedures are written in GAMS, which must be setup and run in a Command
Prompt (DOS) window. See the SHFTDD.BAT/CMD® command file for more information on
running the utilities. The SHFTDD.DD file produced provides the basic inputs for running
MICRO which should then be entered into ANSWER or VEDA-FE as the MI-parameters.

Note that owing to the non-linear programming (NLP) nature of the modified objective
function, MARKAL-MICRO may not be activated with the other Standard MARKAL features,
including multi-region. This is the major reason why the step-wise linearization approach was
taken for Standard MARKAL.

% Both MACRO and MICRO calibration procedures require running of a utility “manually” in Command Prompt
(DOS) window, rather than by means of the ANSWER or VEDA-FE shell.

% The BAT version of SHFTDD should be used when working with GAMS20.5 or earlier, the CMD version when
using new versions of GAMS.
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2.10.1 Sets, Switches and Parameters

Like all other aspects of MARKAL the user describes MARKAL-MICRO by means of a
Switch, and the Parameters described in this section. Table 2-30 and Table 2-31 below describe
the User Input data, and the Matrix Coefficient and Internal Model Parameters, respectively,
that are associated with MARKAL-MICRO.
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Table 2-30. Definition of MARKAL-MICRO user data

Input Data Alias/Internal (Related Parameters Units/Range & Instance Description
(Indexes) Name Defaults (Required/Omit/
Special Conditions)
MARKAL-MICRO e Switch. e Provided when |Unlike the more recent additions to Standard MARKAL,
e [MARKAL- running MICRO [MARKAL-MICRO is activated through the data
MICROY]; default (see next handling system (ANSWER or VEDA-FE) by passing
not run. column). the ‘MARKAL-MICRO’ switch to the main GAMS
routines by the <case>.GEN file*.
MI-ACOEF PARDD CCONS() e Monetary unit/ | Provided ifa Constant for the demand function.
(d) (d, acoef’) ELP(d) commodity unit. demand is to be e Generated by the SHFTDD.GMS calibration routine.
e [0-1]; no default. | subject to price
elasticity.
MI-ELASP PARDD ELP(d) e Fraction. e Providedifa Price elasticity of each demand category (DM).
(d) (d,elasp’) e [0-1]; no default. | demand is to be
subject to price
elasticity.
MI-SHFTDD SHFTDD SHFTPAR(d,t) |e Number. e Providedifa Demand shifting parameter.
(d,t) (d) e [0-any]; no demand is to be e Generated by the SHFTDD.GMS calibration routine.
default. subject to price
clasticity.
MM-DMTOL DMTOL DMMIN() e TFraction. e Provided to Fraction by which MICRO demands may be lowered.

e [0-1]; no default.

determine the
lower bound for

MICRO demands.

% As noted above, MARKAL-MICRO may not be activated for a multi-region run, and so like any other single-region MARKAL run is performed in one job
step and only requires a <case>.GEN file.
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Table 2-31. MARKAL-MICRO matrix coefficients and internal model parameters

Matrix Controls & | Type Description & Calculations
Coefficients
(indexes)
CCONS I |Component of the consumer surplus objective coefficient -
(d)

CCONS,, =exp(MI-ACOEF, | MI-ELASP, )*(1/ ELP,)

DMMIN I [Minimum level to which a demand may be lowered.

(d)

ELP I |Component of the consumer surplus objective coefficient -
(d)

ELP, =[1-(1/ MI-ELASP, )]

SHFTPAR I |Component of the consumer surplus objective coefficient -
@y
SHFTPAR, =exp(SHFTDD, | MI-ELASP, )* NYRSPER*(ord(t)—1)
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2.10.

2 Variables

MARKAL-MICRO only needs two additional variables to Standard MARKAL, one to
link the demands (DDD) into the objective function, and the other the objective function
variable to be minimized (PARTOBJZ). Both are presented in Table 2-32 below.

Table 2-32. MARKAL-MICRO variables

VAR Variable Variable Description
Ref (Indexes)
MI.1 [DDD Endogenously determined demand level.
(t.d)
MI.2 [PartObjZ The variable equal to the consumer/produce surplus that is to be minimized.
2.10.3 Equations

Similarly to the situation with the variables, MARKAL-MICRO only needs two morel
equations than Standard MARKAL, one to handle the endogenous demands (EQ_DD)
that are linked into the objective function, and the other for the alternate objective
function (EQ_CSPRICE). Both are presented in the following sections.

2.10.3.1 EQ CSPRICE

Description:  The total consumer/producer surplus to be minimized as the objective function of

the model.

Purpose and To minimize total system cost allowing for elastic demands, by doing the same
Occurrence: to the consumer/producer surplus.

This equation is generated once, as the objective function.

GAMS Routine: MMEQUA.MI

MATHEMATICAL DESCRIPTION

EQ#27:EQ CSPRICE

The total system cost excluding consumer surplus terms, as calculated for
Standard MARKAL.

ObjZ -

Discounted Consumer Surplus.
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Y - (CCONS 4 *SHFTPAR ; ;*DDD, **ELPd) -
— t
td (CCONS 4 *SHFTPAR ; (*DMMIN ;**ELP, )

RHS variable to be minimized corresponding to the consumer/producer surplus.

PartObjZ

2.10.3.2 EQ DD

Description: Demand coupling equation that associates the flexible demand variable with the
level of output from each of the demand devices.

Purpose and To determine the level of each of the elastic demands.
Occurrence: This equation is generated once, as the objective function.

GAMS Routine: MMEQUA .MI

MATHEMATICAL DESCRIPTION

EQ#27:FEQ DD,

Output of each demand device that services this demand.

) (DEM _CAP, , *CAP, p)
pSDMD _DMS ,, 4
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2.11 GAMS Modeling Environment for MARKAL®’

MARKAL is written in a modular fashion employing the General Algebraic Modeling
System (GAMS)*®. GAMS is a 2-pass compile and execute system that first builds the
current code from the individual routines according to “control switches” ($SET
environment variables) and parameters (%1, %2, ..., %n) passed at invocation time. Once
fully resolved this code is then executed. The overall organization of the MARKAL
model execution environment is also presented in this section.

2.11.1 MARKAL Source Code®

The MARKAL modeling environment is composed of a series of components that consist
of:

e ANSWER or VEDA-FE for assembling and managing input data and scenarios;

e “DOS” command scripts that manage system files and invoke the appropriate
GAMS routines;

e  GAMS command directive files that set model variants and identify input files;

e input data extracted from ANSWER or VEDA-FE (the
<scenario>_ <region>.DD/DDS files);

e the actual GAMS source code;

e the solver(s), called from the SOLVE.* GAMS routines;

e output files, including the run listing file, the quality control and other log files,
and the results files passed to ANSWER or VEDA-BE; and

e ANSWER or VEDA-BE for processing the model results.

Figure 2-10 below, depicts the interaction of the various components of the model
execution environment (ANSWER/VEDA-FE and VEDA-BE are not explicitly shown or
discussed here: see the appropriate system manuals for each component).

%7 Owing to major changes in the internals of GAMS beginning with Version 20.6 (released March 25,
2002 as Rev 132) MARKAL has two execution “threads” or paths. The command (CMD) mode is the path
that must be used with all GAMS systems 20.6 or higher. The batch (BAT) mode is the path that is
backward compatible with the older versions of GAMS. Note that for single-region models, running with
either path works with all versions of GAMS. Having said this, some very old GAMS systems may
encounter $301 compile errors owing to long source code lines. A user should either update their GAMS
license or edit the flagged long lines.

8 Anthony Brooke, David Kendrick, Alexander Meeraus and Ramesh Raman, GAMS - A User’s Guide,
December 1998.

% The MARKAL model source code is available from the ETSAP Primary Systems Coordinator. Contact
Gary Goldstein, Hggoldstein@irgltd.comH, for more information.
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Figure 2-10. MARKAL execution environment

o
1 T T X

90,91

Table 2-33. Components of the MARKAL execution environment

Component Nature of Purpose
Component
* ANS ANSWER- |GAMS routines that do pre/post-processing for ANSWER.
specific GAMS
Code
* BAT/CMD Command [DOS (BAT) and Windows (CMD) command scripts that oversee
Scripts the running of MARKAL in a Command Prompt window.
* GMS General GAMS routines used for interpolation, output formatting and such.
GAMS Code
* GP MARKAL- |The modules that are specifically tied to the MARKAL goal
Goal programming formulation.
Programming
GAMS Code
*INC MARKAL [The modules that make-up the core part of MARKAL, and so are
Core GAMS |involved in all variants of the model.
Code
* LIV MARKAL [The modules that are specifically tied to the MARKAL lumpy
Lumpy investment formulation.
Investment
GAMS Code

% The orange boxes are dynamically produced by ANSWER/VEDA-FE at job submission time, the violet
boxes are the main “DOS” command script files that oversee the job run, blue boxes are MARKAL GAMS
source code, the gray box is the solvers, and the green boxes are output files generated from the system.

! In earlier versions of ANSWER a ‘+> was used as a separator between <scen>/<altscen>/<case> and
<reg>.*, but as of ANSWERV5.3.2 the underscore (“_”) has been adopted as it is with VEDA-FE.
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Component Nature of Purpose
Component
* MED MARKAL [The modules that are specifically tied to the MARKAL elastic
Elastic demand (partial equilibrium) formulation.
Demand (PE)
GAMS Code
* MEV MARKAL [The modules that are specifically tied to the MARKAL
Environmental |environmental damage formulation.
Damage
GAMS Code
* MI MARKAL- |The modules that are specifically tied to MARKAL-MICRO.
MICRO
GAMS Code
* ML MARKAL- [The modules that are specifically tied to the MARKAL
Endogenous |endogenous technology learning (ETL) formulation.
Technology
Learning
GAMS Code
* MM MARKAL- |The modules that are specifically tied to MARKAL-MACRO.
MACRO
GAMS Code
* MRK MARKAL- [The modules that are specifically tied to MARKAL only (e.g.,
specific GAMS|model declaration and solve).
Code
* MS MARKAL- |The modules that are specifically tied to the MARKAL stochastic
Stochastics |programming formulation.
GAMS Code
* MTS/MKT SAGE Time- |The modules that control the time-stepped execution of SAGE and
stepped and  |the market share and inter-period technology learning algorithms.
Market Share
GAMS Code
* VFE/VBE VEDA -specific| GAMS routines that do pre/post-processing for VEDA-FE/BE.
GAMS Code
<altscen> <reg>. Alternate Data |Augmenting information to be applied to the reference data
DDS for each  |generated by ANSWER or VEDA-FE for each region, plus
Region <altscen> TRADE if appropriate.
<case> <reg>.GEN GAMS The GAMS command directive files identify the DD/DDS files
<case>.SLV Command |associated with each region, set the desired model variant switches
<case> <reg>.RPT Directives |(discussed below), and call the main matrix generation, solve and
Files report writer drivers (REG_MG.REG, REG_SOLV.REG and
REG_RW.REG). [Note that only <case>.SLV exists, that is there
is not one for each region.]
<case>.GDX GAMS GDX |The GAMS dynamic data exchange file that contains all the data
and model results from the optimization. Generated during the
solve phase and accessed by the report writer.
<case>.VD VEDA Results [The VEDA data, SAGE RES elements and set membership
<case>.VDE information passed by the report writer for subsequent processing.
<case>.VDS
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Component Nature of Purpose
Component
<reg>.GDX GAMS GDX [The GAMS dynamic data exchange file that contains all the data
declarations for each region. Gene