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CAVEAT:
This chapter was written in 1995-1996. The derivation of “convolution response functions”, their application to the carbon cycle, and the attribution of concentrations I still stand by. It also represents a methodology for attribution that is different in some respects from those presented at the Expert Meeting on Assessment of Contributions to Climate Change in Bracknell in September 2002. However, portions of this chapter also discuss applications to Global Warming Potentials and the calculation of marginal climate damages that I no longer support. For a number of reasons I no longer believe the new type of response function derived in this chapter is the right tool for those jobs. An updated version of this chapter focused on the attribution methodology, and comparing it to alternative methods (such as those presented in Bracknell) by recasting them within the theoretical framework of response functions, is in preparation.
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Abstract

The response of atmospheric CO₂ concentrations to an incremental increase in emissions is usually measured using an impulse response function. These functions are then used in calculating Global Warming Potentials, marginal climate damages, and CO₂ timescales. It is shown here that the impulse response method implicitly double counts the effects of emissions on concentration by not properly accounting for carbon cycle nonlinearities, leading to a systematic overestimation of the persistence of the effect of an emissions pulse. A new method of determining marginal response functions is derived which accurately proportions responsibility for CO₂ concentration among emissions cohorts. Results show that the new functions indicate up to a 50% reduction in the essentially irreversible fraction of the effect of a present emission. This reduced long term response leads to a 20-30% reduction in 500-year Global Warming Potentials and a 10-15% reduction in climate damages per ton of emission. The new functions are also applied to historical emissions, and indicate that emissions from developed countries are responsible for approximately 75% of the present excess atmospheric CO₂ concentration.

Introduction

Response functions for greenhouse gases describe the effect of emissions pulses on atmospheric concentrations through time. They play a fundamental role in determining the relative Global Warming Potentials (GWPs) and marginal economic damages associated with emissions of different greenhouse gases. Marginal damages and GWPs are, in turn, important tools for assessing the costs and benefits of emissions reduction strategies and of estimating on economic grounds the appropriate policy response to potential future warming.

Response functions for CO₂ were originally based on unbalanced carbon cycle models lacking a representation of the terrestrial biosphere (Maier-Reimer and Hasselmann, 1987; Siegenthaler and Oeschger, 1987; Watson et al., 1990). These functions were used to approximate the atmospheric response to emissions under any emissions scenario by assuming linear behavior of the carbon cycle. Subsequent work (Caldeira and Kasting, 1993) showed that when nonlinearities in ocean uptake were taken into account, response functions were extremely sensitive to future emissions. However,

nonlinearities in CO₂ radiative forcing essentially compensate for the effect. As a result, the time-integrated radiative forcing associated with a pulse (i.e., its warming potential) was shown to be relatively independent of the emissions scenario.

The importance of the terrestrial biosphere to CO₂ uptake was not fully appreciated until later (Moore and Braswell, 1994; Kheshgi et al., 1994). More recent IPCC reports (Houghton et al., 1995 and in press) have calculated GWPs using carbon cycle models balanced by the assumption of CO₂ fertilization of the biosphere. Incorporation of this biospheric uptake reduced the integrated forcing implied by CO₂ emissions, systematically raising the GWPs of other gases (measured relative to CO₂) by 20 - 30% (Albritton, 1995). Response functions from balanced carbon cycle models were shown to be insensitive in the short term to the nature of carbon sinks and to the assumed emissions scenario (Moore and Braswell, 1994; Gaffin et al., 1995). Long-term response remained quite sensitive to emissions, but again it was found that reduced radiative forcing at higher CO₂ levels compensated for reduced oceanic uptake, so that integrated forcing under various scenarios varied by no more than ±20% (Albritton, 1995).

This study shows that even response functions derived from current balanced carbon cycle models do not accurately measure the effect of emissions on concentrations. Although such models incorporate nonlinearities in exchange fluxes between reservoirs, the method commonly used to derive the response function from the model does not fully account for nonlinear interactions between emissions pulses. As a result, some of the effect assigned to a particular emission is implicitly "double counted", leading to a systematic overestimation independent of the emissions scenario.

A new method for accurately determining response functions in nonlinear systems is derived and applied to a carbon cycle model. Corrected response functions are calculated for high and low future emissions scenarios, and are shown to reduce the 500-year integrated forcing resulting from a CO₂ emissions pulse by 20-30%. Reductions over the 20- and 100-year horizons also used in GWPs are negligible.

Most economic studies employing response functions (e.g., Fankhauser, 1994; Nordhaus, 1991) use a linear, often ocean-only response (Maier-Reimer and Hasselmann, 1987). To investigate the importance of this shortcoming, this study quantifies the changes in marginal damage estimates resulting from replacing ocean-only response functions with those based on balanced carbon cycle models, and also with the corrected response functions derived here. Damages will not necessarily change in the same manner as GWPs when based on improved response functions since damages are calculated as a nonlinear function of temperature, whereas GWPs only measure integrated radiative forcing. Kheshgi et al. (1994) have, in fact, pointed out that biospheric uptake may be especially important to economic assessments since it significantly reduces the impact on concentration in the first few decades following an emission. Since damage functions commonly discount the future, reductions in the short-term response would be expected to have a greater impact than reductions in the long-term response.

Results show that use of the corrected response function derived here reduces damage estimates by 10 - 15% relative to those determined with ocean-only responses. Damages calculated using functions determined from balanced models, but still subject to "double counting", are generally intermediate between the two; under conditions of high
future emissions and a low discount rate, however, they yield damages higher than the corrected method by over 20%.

Because the new response functions accurately proportion responsibility for concentrations to emissions pulses, they also provide the best basis for tracking the fate of emissions. The fate of past regional CO₂ emissions is tracked to determine the relative regional shares of responsibility for the current atmospheric CO₂ excess, an issue important to determining equitable emissions reduction strategies. It is shown that global emissions since 1950 account for 72% of the current excess. By assuming that pre-1950 emissions were largely from the developed world, it is estimated that roughly three-quarters of the current excess is due to emission from more developed countries and one quarter from less developed countries.

**Marginal impacts of emissions**

The most prominent index of the marginal impact of emissions on radiative forcing is the Global Warming Potential (Albritton, 1995). GWPs compare the relative effects of emissions on climate forcing without attempting to trace them through to climate change and resulting damages. A forceful case against the use of strictly physical indexes has been made by several economists (Schmalensee, 1993; Eckhaus, 1992; Victor) who have argued that economic policy decisions must be based on measures which incorporate climate impacts.

Economists have therefore calculated marginal damage costs of emissions using two methods. Optimal control studies (Nordhaus, 1992; Peck and Tiesberg, 1992) calculate marginal damages as the shadow price of emissions along a socially optimal emissions path. Although this type of modeling framework must include some type of (usually simplified) gas-cycle and climate sub-model, it does not require an explicit, separately determined measure of the marginal impact of emissions on concentrations. Instead, the marginal damages are implicit in the optimization routine, since the optimal solution by definition will have the property that the chosen marginal tax rate will equal marginal damages.

As an alternative, marginal damage costs can be calculated within a non-optimal economic model. This method has the advantage that while it can incorporate essential economic concepts missing from physical indexes, it is not limited to optimal emissions trajectories but can be applied to any specified emissions path. Such calculations require greenhouse gas cycle and climate model results to explicitly describe the marginal effect of emissions on concentrations and climate under different scenarios of future emissions, a need commonly filled by "impulse response" functions.

The factors leading to marginal damages can be usefully disaggregated in the following way (eqs. (1-3) below follow closely Schmalensee (1993) and Fankhauser (1994)). Assume a base scenario consisting of historical emissions and some projection of future emissions of a greenhouse gas i. Let MDₜᵢ(t,I(t)) represent the present value of the discounted sum of future damages resulting from an incremental change in emissions of gas i at time t. The term is also written as a function of the magnitude (I) of emissions at time t in the base scenario, which will be useful later. If the change in damages through time following a change in emissions at time t₀ is \( \frac{\partial D(t)}{\partial I(t_0)} \), then
where $\delta$ is the discount rate.

However, damages result only indirectly from emissions, so the damage derivative on the right hand side of eq. (1) must be traced through several other factors:

\[
\partial M_i(s)/\partial I_i(t_o) \quad \text{the change in the atmospheric concentration (or mass) of gas } i \text{ at time } s \text{ due to a change in emissions at time } t_o, \text{ where } s \geq t_o
\]

\[
\partial R(s)/\partial M_i(s) \quad \text{the change in radiative forcing caused by a change in the concentration of gas } i
\]

\[
\partial T(t)/\partial R(s) \quad \text{the change in temperature at time } t \text{ due to a change in radiative forcing at time } s, \text{ where } t \geq s
\]

\[
\partial D(t)/\partial T(t) \quad \text{the change in damages due to a change in temperature}
\]

Note that the derivatives of damages and radiative forcing at a particular time are assumed to be caused by changes in temperature and concentration occurring at the same time. In contrast, the derivatives of concentration and temperature describe changes in these variables due to changes in emissions and radiative forcing that took place at the same time or in the past. This characteristic results from the fact that greenhouse gas emissions are not removed immediately from the atmosphere but affect concentrations well into the future; similarly, a change in radiative forcing will be expressed as a temperature change over a period of time in the future due to thermal lags in the climate system.

Combining all of these terms, the damage derivative in eq. (1) can be expanded to:

\[
\frac{\partial D(t)}{\partial I_i(t_o)} = \frac{\partial D(t)}{\partial T(t)} \left( \frac{\partial T(t)}{\partial R(s)} \frac{\partial R(s)}{\partial M_i(s)} \frac{\partial M_i(s)}{\partial I_i(t_o)} \right) ds
\]

The integral on the right hand side is necessary since temperature at time $t$ is a function of the history of radiative forcing, and not simply of the radiative forcing at time $t$. Eq. (2) gives the following more comprehensive equation for marginal damages:

\[
MD_i(t_o, I_i(t_o)) = \int_{t_o}^{\infty} \int_{t_o}^{s} \left( \frac{\partial D(t)}{\partial T(t)} \frac{\partial T(t)}{\partial R(s)} \frac{\partial R(s)}{\partial M_i(s)} \frac{\partial M_i(s)}{\partial I_i(t_o)} \right) ds \right) e^{-\delta t} dt
\]

Eq. (3) summarizes the biogeochemical, climatological, and economic processes which must be accounted for in marginal damage estimates. Compare this equation with
the Global Warming Potential index, which is written as the Absolute Global Warming Potential (AGWP) of one gas relative to that of CO₂ where the AGWP is:

\[
AGWP_i(t_o, I_i(t_o)) = \int_{t_o}^{\infty} \left( \frac{\partial R(t)}{\partial M_i(t)} \frac{\partial M_i(t)}{\partial I_i(t_o)} \right) dt
\]  \hspace{1cm} (4)

Both this formulation and a modified approach which includes a discounting term (Lashof and Ahuja, 1990) have been criticized as insufficient bases for economic decisions because of the terms included in eq. (3) but missing from eq. (4) (Schmalensee, 1993; Eckhaus, 1992).

However, use of eq. (3) demands that special consideration be given to the marginal response functions commonly used to define the effect of a small change in emissions on concentration. In particular, eq. (3) demands that estimates for each term in the equation be made in a manner consistent with the economic definition of a marginal damage.

The definition of a marginal effect (marginal cost, marginal damage, marginal utility, etc.) is the extra effect resulting from the addition of one more unit of the cause (Samuelson and Nordhaus, 1985). For example, marginal cost of production is the extra total cost resulting from one additional unit of output. By definition, the sum of the marginal costs of each of the units produced must equal the total cost. Translating to CO₂, where emissions are the cause and atmospheric concentrations the effect, the marginal effect of an emission is the extra concentration resulting from one additional unit of emissions. And the marginal effect of each unit of emissions, summed over all emissions, must equal the total concentration.

Applied to marginal damages, the definition requires that the sum of marginal damages due to each increment of emissions in a particular time period must equal the total damage due to the whole emission in that time period, or

\[
TD_i(t_o) = \int_{0}^{I_i(t_o)} MD_i(t_o, \epsilon) d\epsilon
\]  \hspace{1cm} (5)

where \(TD_i(t_o)\) is the present value of the total damage caused by the amount of gas \(i\) emitted at time \(t_o\).

In addition, the damage due to emissions in each time period must sum to the cumulative total damages over the entire scenario, once all damage costs are valued relative to the same time period using the same discount rate. That is, the base scenario will generate damages to the economy over time due to the time path of the concentration of gas \(i\). Eqs. (3) and (5) divide responsibility for this damage among cohorts of the emissions function. If the discount rate is set to zero so that all damages are measured in terms of their full value at the time at which they occur, then cumulative total damages (CTD) are

\[
CTD_i(t) = \int_{0}^{t} TD_i(\tau) d\tau
\]  \hspace{1cm} (6)
The question therefore is: does the method of determining marginal damages guarantee that the sum of the damages attributable to each increment of emissions will equal total damages? That is, does eq. (3) guarantee that eqs. (5) and (6) hold? If the system described by eq. (3) is linear, eqs. (5) and (6) hold since the effect of each emissions increment would be independent of all other emissions. This is essentially a statement of the superposition principle characteristic of linear systems, which guarantees that the derivative terms in eq. (3), when integrated in eqs. (5) and (6), will add up to the total changes in each variable.

However, as previously discussed, eq. (3) contains two kinds of nonlinearities manifested as two different types of derivatives: those evaluated instantaneously and those whose influence stretches over time. The difference is crucial, since nonlinearities in instantaneous derivatives are compatible with marginal calculations, while nonlinearities operating over time are not. For example, the cost of a unit of production is often a nonlinear function of the number of units produced, a situation described by increasing or decreasing returns to scale. However, the full marginal cost of each unit is typically incorporated into the total cost curve at the time of its production and is independent of subsequent production levels. Total costs are therefore still equal to the sum of marginal costs determined by calculating the difference in total cost before and after producing an extra unit of output.

The same principle applies to the instantaneous derivatives in eq. (2). Changes in damages through time \( \partial D/\partial t \), for example, can be unambiguously attributed to changes in temperature occurring at the same time \( \partial T/\partial t \). Therefore when the derivative \( \partial D/\partial T \) is integrated over time, it will always accurately assign responsibility for a change in damages to its cause: a simultaneous change in temperature. The same holds true for the radiative forcing derivative, \( \partial R(t)/\partial M_i(t) \).

However, changes in concentration through time \( \partial M/\partial t \) are the result of an entire emissions history which is undergoing removal. If removal is nonlinear, the effect of an incremental increase in emissions will be determined partly by future emissions, and the effect of those future emissions will be determined partly by the incremental increase. As a result, the measured concentration change following an emissions impulse is not due entirely to the impulse itself, but also to the presence of other emissions cohorts. The impulse response method of determining marginal effects, however, assigns all of the responsibility to the incremental emissions increase. It therefore implicitly double counts effects.

Before demonstrating this shortcoming formally, it is important to point out that the temperature response to changes in radiative forcing \( \partial T(t)/\partial R(s) \) has the same potential for nonlinear interactions. Temperature depends on radiative forcing through both the equilibrium climate sensitivity, which describes the eventual magnitude of the temperature change caused by a change in radiative forcing, and the thermal inertia of the climate system, which will delay the time at which the equilibrium sensitivity is realized. If the effect of a radiative forcing change at time \( t_0 \) can be modified by and in turn modify the effect of past or subsequent changes in radiative forcing, then a change in temperature cannot be easily ascribed to one particular change in radiative forcing.

Although this type of nonlinearity is a distinct possibility in the case of temperature response, both equilibrium climate sensitivity and thermal inertia processes
are usually considered to be approximately linear (Hoffert et al., 1980; Schneider and Thompson, 1981), so that for the purpose of an economic analysis the temperature derivative may be used without significantly misproportioning responsibility for temperature increases.

The insufficiency of the impulse response method for determining the marginal effect of emissions on concentration can be demonstrated by first noting that it uses the derivative form in eq. (3) directly. The derivative corresponds to performing a pulse response experiment, since if it is discretized over a small pulse \( \Delta I_i(t_0) \), it gives

\[
\frac{\partial M_i(t, I_i(t_0))}{\partial I_i(t_0)} \approx \frac{M_i(t, I_i(t_0)) + \Delta I_i(t_0)) - M_i(t, I_i(t_0))}{\Delta I_i(t_0)}
\]

(7)

Here \( M_i(t) \) is written as a function of both time and of the emissions rate at time \( t_0 \). The right hand side is just the difference in concentration between the base scenario and a scenario in which emissions are perturbed with \( \Delta I_i(t_0) \) at time \( t_0 \), normalized to the perturbation size. Such experiments have been performed on several carbon cycle models and used in economic analyses. They are also the basis for GWPs.

Since all other derivative terms in eq. (3) can be assumed to be consistent with use in eqs. (5) and (6), we need only test whether the concentration derivative, calculated using eq. (7), is also consistent. Eq. (5) says that the marginal damages summed over the magnitude of an emission at time \( t_0 \) must equal the total damages attributable to the entire emission at time \( t_0 \). For this to be true, the marginal effect on concentrations summed over the magnitude of the emission must equal the total effect on concentrations attributable to the entire emission. That is, if \( \delta M_i(t, I_i(t_0)) \) is the effect on concentration over time of the emission rate at time \( t_0 \), and eq. (7) holds, then

\[
\delta M_i(t, I_i(t_0)) = \int_0^{t_i(t_0)} \frac{\partial M_i(t, I_i(t_0))}{\partial I_i(t_0)} \left| \frac{d\varepsilon}{d I_i(t_0)} \right| \Bigg|_{I_i(t_0) = \varepsilon} \, d\varepsilon = M_i(t, I_i(t_0)) - M_i(t, 0)
\]

(8)

Eq. (8) shows that if it is assumed that the effect of an incremental change in emissions on concentrations is accurately determined by an impulse response experiment (eq. (7)), the effect of the full emission rate at time \( t_0 \) on concentrations can be determined by the difference between concentrations calculated when \( I_i(t_0) \) is equal to its magnitude in the base scenario and when \( I_i(t_0) \) is zero.

With this in hand we can now test eq. (6). It says that the total damages due to emissions in each time period must sum to the total cumulative damages over the entire period. In terms of greenhouse gas concentrations, this is equivalent to saying that the contribution of emissions in each time period to concentrations must sum to the total concentration observed through time. Eq. (8) gives the method of determining the contribution of emissions in each time period to concentration if impulse response functions are the basis for determining marginal effects. Thus, if eq. (7) accurately estimates marginal effects, the following equation should hold
\[
\Delta M_i(t) = \int_0^t \delta M_i(t', I_i(t-t')) dt'
\]  

(9)

where \( \Delta M_i(t) \) is the concentration of gas \( i \) in excess of its equilibrium concentration (i.e., the concentration resulting from the anthropogenic emissions forcing).

Figure 1 shows the results of such a test for a standard carbon cycle model. Clearly, eq. (9) does not reproduce the observed path of \( \Delta M(t) \). The reason is that the impulse response experiment does not accurately estimate the marginal response function due to inherent nonlinearities in the system which lead to double counting. Eq. (7) therefore overestimates the contribution of any particular emissions increment.

The following two sections develop a new method for determining response functions in nonlinear systems by equitably proportioning responsibility for concentration increases among emissions cohorts. The first section examines a single reservoir system, for clarity, before extending results in the second section to a multi-reservoir system. The last section then applies these results to a carbon cycle model to determine new, accurate response functions, applies the response functions to the calculation of absolute GWPs for \( \text{CO}_2 \) and to marginal damage estimates, and examines the sensitivity of the results to the assumed base scenario.

### Single well-mixed reservoir with a nonlinear removal flux

Consider a system consisting of a single well-mixed reservoir with a constant natural influx \( I_n \) and a removal flux \( F(t) \). At equilibrium, \( F(t) = F_{eq} = I_n \). Although in principle \( F \) could be a function of any number of variables either endogenous or exogenous to the system, it can always be written in a mathematically equivalent form as a removal rate \( k \) multiplied by the reservoir contents \( M \). Because the reservoir is well-mixed, this representation has the special property of describing removal in terms of the probability per unit time \( k \) of any particular unit of mass being removed from the reservoir. Therefore not only will \( k \) (multiplied by \( M \)) transfer the correct amount of bulk mass out of the reservoir, it will also remove the correct proportion of any tracer mass to which it is applied.

At equilibrium,

\[ 0 = I_n - k_{eq} M_{eq} \]  

(10)

If the reservoir is forced with a time-dependent anthropogenic input as well, the equation describing the evolution of reservoir mass is

\[
\dot{M}(t) = I_n + I_{a} I(t) - k(t)M(t)
\]  

(11)

where the overdot indicates a derivative with respect to time, and the removal flux is again written as a removal probability per unit time multiplied by the reservoir contents. Note that although in principle \( k \) could have any number of functional forms, it is expressed as a function of time alone. This is not meant to indicate that \( k \) is strictly a
function of time; rather, it is intended to represent the general case in which $k$ changes through time as a result of unknown dependencies on other variables. It is assumed only that it changes as a direct or indirect result of the anthropogenic forcing $I_a(t)$ (i.e., it would remain constant at $k_{eq}$ if not for external forcing of the system).

Subtracting eq. (10) from eq. (11), using $M(t) = M_{eq} + \Delta M(t)$, where $\Delta M(t)$ is the reservoir mass in excess of the equilibrium level, and rearranging, gives

$$
\Delta M(t) = I_a(t) - k(t)\Delta M(t) + (k_{eq} - k(t))M_{eq}
$$

(12)

Eq. (12) tracks excess reservoir mass as forced by anthropogenic emissions. The three terms on the right hand side represent three processes which lead to changes in this excess mass. The first and second terms are straightforward, representing the anthropogenic input flux and the output flux resulting from the removal probability acting on a portion of reservoir mass equal to the anthropogenic excess $\Delta M(t)$. The last term is a result of the nonlinearity. It reflects the imbalance between the natural input flux (equal to $k_{eq}M_{eq}$) and the output flux resulting from the current removal probability acting on a portion of reservoir mass equal to $M_{eq}$. In a linear system, the removal rate $k$ is constant, these fluxes are equal, and the term is zero. In a nonlinear system, however, these two fluxes are not equal since it is now $k(t)$, not $k_{eq}$, that is acting on the amount of mass $M_{eq}$. The reservoir mass therefore decreases or increases as a result of this difference, depending on whether $k(t)$ is larger or smaller than $k_{eq}$.

Eq. (12) describes the evolution of the entire excess reservoir mass; however, an equation is desired for the evolution of response functions describing the contribution individual anthropogenic emissions pulses make to this excess. To obtain such an equation, eq. (12) will be rewritten in terms of convolution integrals, so that the contribution of a particular emissions pulse to each term can be determined. An equation describing the system's response to a particular emission can then be derived by selecting that part of each term which relates to the response to the emission.

Let $H_c(\tau,t)$ be the normalized "convolution response function" expressing the mass in the reservoir attributable to an emission at time $t$ as a fraction of the emission size and as a function of age $\tau$. Age is defined as the time since emission; for an emission at time $t_0$, $\tau = t - t_0$. Note that by definition, $H_c(0,t) = 1$. The convolution integral equation describing the excess reservoir mass is therefore

$$
\Delta M(t) = \int_0^{t} I_a(t')H_c(t-t',t')dt'
$$

(13)

where $t'$ is a variable of integration and $I_a(t) = 0$ for $t \leq 0$. Substituting eq. (13) into eq. (12),

$$
\frac{d}{dt}\left(\int_0^{t} I_a(t')H_c(t-t',t')dt'\right) = I_a(t) - k(t)\int_0^{t} I_a(t')H_c(t-t',t')dt' + (k_{eq} - k(t))M_{eq}
$$

(14)
Taking the derivative on the left hand side and using $H_c(0, t) = 1$ gives

$$\int_0^\tau \frac{dt}{dt} (I_a(\tau)H_c(t-\tau, \tau)) d\tau = -k(t)\int_0^\tau I_a(\tau)H_c(t-\tau, \tau) d\tau + (k_{eq} - k(t))M_{eq}$$  \hspace{1cm} (15)$$

Eq. (15) is equivalent to eq. (12) but shows how the individual response functions contribute to the behavior of the system. The left hand side is just the sum of the derivatives of the partial masses in the reservoir due to each emissions pulse. The first term on the right hand side is just the sum of the removal fluxes associated with each of the partial masses. Note that because fluxes have been written in the form of a removal probability multiplied by reservoir content, expressing the reservoir content as a sum of partial masses resulting from individual emissions pulses leaves the flux associated with each of those pulses clear: it is just that fraction of the partial mass represented by the removal probability $k(t)$.

However, the second term on the right hand side, which captures the nonlinearity, describes the change in reservoir mass due to the change in the removal rate $k$ acting on $M_{eq}$. The contribution of each emissions pulse to this term is not immediately clear. In principle, it is necessary to know why $k$ changes in order to proportion responsibility for that change among emissions pulses (recall that it is assumed that $k$ changes directly or indirectly as a result of the anthropogenic forcing). This in turn requires knowing the functional form of the removal flux. Here, the simplifying assumption that $k$ is a linear function of reservoir content $M$ is made. Thus, the removal flux is assumed to be of the form $k(M(t))M(t)$, where $k(M(t)) = aM(t) + b$ and $a$ and $b$ are constants. As will be discussed later, nonlinear fluxes in the carbon cycle can be sufficiently well-approximated in this manner.

Under these conditions, the change in $k$ is proportional to the change in $M$, or $k(M(t)) - k(M_{eq}) = a(M(t) - M_{eq})$. The change in reservoir mass $\Delta M(t)$ is in turn made up of the partial masses associated with each emissions pulse. Thus any particular emissions pulse is responsible for a fraction of the change in $k$ equal to the fraction of the change in $M$ represented by its partial mass remaining at time $t$. To reflect this responsibility, the convolution integral for $\Delta M(t)$ can be incorporated into the nonlinear term in eq. (15) as follows:

$$\int_0^\tau \frac{d}{dt} (I_a(\tau)H_c(t-\tau, \tau)) d\tau = -k(t)\int_0^\tau I_a(\tau)H_c(t-\tau, \tau) d\tau$$

$$+ (k_{eq} - k(t))M_{eq} \frac{\int_0^\tau I_a(\tau)H_c(t-\tau, \tau) d\tau}{\Delta M(t)}$$  \hspace{1cm} (16)$$

Note that the nonlinear term has been multiplied by a factor equal to one; the advantage of this form is that it now reflects that the change in $k$ due to the nonlinearity is a result of the presence of each of the partial masses in the reservoir resulting from the emissions history.
Eq. (16) can be used to derive a general equation describing the response functions \( H_c(\tau, t) \) by first converting it from continuous to discrete form; i.e., by writing it in terms of summations of responses to a finite number of emissions pulses:

\[
\sum_{t'=0,\Delta t',\ldots}^{t} \frac{d}{dt} \left( I_o(t') H_c(t-t', t') \right) \Delta t' = -k(t) \sum_{t'=0,\Delta t',\ldots}^{t} I_o(t') H_c(t-t', t') \Delta t' + \frac{(k_{eq} - k(t)) M_{eq}}{\Delta M(t)} \sum_{t'=0,\Delta t',\ldots}^{t} I_o(t') H_c(t-t', t') \Delta t' \quad (17)
\]

In this form, eq. (17) describes the evolution of the reservoir mass as an explicit sum of responses to emissions pulses at times \( t' = 0, \Delta t', \ldots \). In the limit as \( \Delta t' \) tends to 0, eq. (17) is identical to eq. (16). A general equation for a single response function can be found by letting \( t' = t_o \), which selects the one term from each of the summations corresponding to the emission at time \( t_o \):

\[
\frac{d}{dt} \left( I_o(t_o) H_c(t-t_o, t_o) \right) \Delta t' = -k(t) I_o(t_o) H_c(t-t_o, t_o) \Delta t' + \frac{(k_{eq} - k(t)) M_{eq}}{\Delta M(t)} I_o(t_o) H_c(t-t_o, t_o) \Delta t' \quad (18)
\]

Since it is more natural to describe the evolution of a response function in terms of age (time since emission) than in terms of time, the relations \( \tau = t - t_o \) and \( d\tau = dt \) are used, which, along with some simplification, gives

\[
\frac{d}{d\tau} H_c(\tau, t_o) = -\left( k(t_o + \tau) - (k_{eq} - k(t_o + \tau)) \right) \frac{M_{eq}}{\Delta M(t_o + \tau)} H_c(\tau, t_o) \quad (19)
\]

Eq. (19) is a general differential equation for the response function \( H_c(\tau, t_o) \) with initial condition \( H_c(0, t_o) = 1 \). It shows that the response to an emission consists of removal by the reservoir removal rate and, in addition, a buildup or drawdown of reservoir mass due to the change in \( k \) caused by nonlinearities. Eq. (19) can be solved for a convolution response function corresponding to any particular emission as long as \( M(t) \) and \( k(t) \) are known.

Fig. 2 demonstrates the application of eq. (19) to a hypothetical single well-mixed reservoir. The analytical solution is reproduced by the convolution of the anthropogenic emissions function with the convolution response functions. A convolution using response functions based on suppressing each emissions pulse in turn, however, significantly overestimates the evolution of the total reservoir mass. As discussed in the previous section, this method would only have successfully reproduced reservoir mass if the impulse response method correctly determined marginal responses in nonlinear systems.
Recall that the goal of the exercise is to find a function describing the marginal effect of an additional emission to the system, not the effect of the full emission in a particular time period as given by $H_c(\tau, t)$. However, under the assumption made above that $k$ is a linear function of $M$, the two responses are identical. That is, the system responds proportionally to each subcomponent of the total amount of mass emitted into the reservoir over one time period $\Delta t$, so that $H_c$ represents the normalized response to the whole emission and to the last increment of emissions. It therefore represents the marginal response of the system. Although this response will be dependent on pulse size, this effect can be minimized by decreasing the time step $\Delta t$ so that the mass injected at each time is small.

Note also that the approximation that $k$ is a linear function of $M$, even if not exact, will not lead to a violation of the superposition property of the response functions. That is, even in a system in which $k$ is nonlinear in $M$, or is a function of some other variable, if convolution responses to each emission in a scenario are determined using the linear $k(M)$ approximation, the response functions will successfully reproduce the total reservoir mass when convolved with emissions. This property is assured because the changes in $k$ assigned to each response function described by eq. (19) will always sum to the total change in $k$. However, the contributions of some emissions would be overestimated while those of others would be underestimated, in proportion to the accuracy of the approximation.

Finally, note that if the system is linear, $k$ is constant and eq. (19) reduces to

$$\frac{d}{d\tau} H_c(\tau, t_o) = -kH_c(\tau, t_o) \quad (20)$$

In this case $H_c(\tau, t)$ would be a single exponential decay curve that was constant across all emissions, as would be expected in a linear system.

**Multiple well-mixed reservoirs with nonlinear fluxes**

Consider now a multiple reservoir system containing $N$ interconnected, well-mixed reservoirs. Assume that, as in the single-reservoir case, all fluxes from reservoir $i$ to $j$ are written as $k_{ij}(t)M_i(t)$ regardless of their actual functional form. At equilibrium, the equation for reservoir $i$ is

$$0 = \sum_{j \neq i}^N (k_{ji,eq}M_{j,eq} - k_{ij,eq}M_{i,eq}) \quad (21)$$

Assume now that reservoir $i$ is subjected to a time-dependent anthropogenic forcing. Its equation becomes

$$\dot{M}_i(t) = I_{i,t}(t) + \sum_{j \neq i}^N (k_{ji}(t)M_j(t) - k_{ij}(t)M_i(t)) \quad (22)$$
As in the single-reservoir example, the k's have been written as functions of time to indicate that no assumptions are being made about their actual functional form. Subtracting eq. (21) from eq. (22), and using \( M(t) = M_{eq} + \Delta M(t) \),

\[
\dot{\Delta M}_i(t) = I_{i,a}(t) + \sum_{j \neq i}^N \left( k_{ji}(t)\Delta M_j(t) - (k_{ji,eq} - k_{ji}(t))M_{j,eq} \right) - k_{ji}(t)\Delta M_i(t) + (k_{ji,eq} - k_{ji}(t))M_{i,eq} \]

The summation in eq. (23) includes four terms; the first two describe fluxes into the reservoir while the last two describe fluxes out. The forms of these flux terms are identical to those in eq. (12) describing the evolution of mass in a single reservoir system. Eq. (23) can be written in integral form in order to facilitate the derivation of an equation for a convolution response function by expressing the excess mass in any reservoir \( j \) as a convolution of the emissions function and a response function:

\[
\Delta M_j(t) = \int_0^t I_{i,a}(t')H_{j,i}(t-t',t')dt' \]

Since all reservoirs would remain at equilibrium if not for the anthropogenic forcing in reservoir \( i \), the excess mass in all reservoirs is a result of that forcing. Thus \( H_{j,i}(\tau,t) \) is the amount of mass in reservoir \( j \) attributable to an emission into reservoir \( i \) at time \( t \), expressed as a function of age and as a fraction of the emission size. Using eq. (24) in eq. (23) and applying the initial condition \( H_{i,c}(0,t) = 1 \) gives an equation analogous to eq. (15):

\[
\int_0^\tau \frac{d}{dt}(I_{i,a}(\tau)H_{i,c}(t-\tau,\tau))d\tau = \sum_{j \neq i}^N \left( k_{ji}(t)\int_0^\tau I_{i,a}(\tau)H_{j,c}(t-\tau,\tau)d\tau - (k_{ji,eq} - k_{ji}(t))M_{j,eq} \right) - k_{ji}(t)\int_0^\tau I_{i,a}(\tau)H_{i,c}(t-\tau,\tau)d\tau + (k_{ji,eq} - k_{ji}(t))M_{i,eq} \]

This equation expresses the evolution of excess mass in reservoir \( i \) in terms of the responses of all reservoirs to anthropogenic emissions into reservoir \( i \). The contribution of each emissions pulse to each of the terms is clear except for the nonlinear terms. As was discussed in the case of a single-reservoir system, responsibility for the nonlinear term describing the change in reservoir mass due to a change in transfer rate \( k \) is not easily proportioned among emissions pulses. In principle it requires knowing the functional form of the flux terms in order to determine the cause of the change in \( k \).

It will be assumed here, as in the single-reservoir case, that \( k_{ij} \) is a linear function of reservoir content \( M_i \). As will be seen, this is a sufficiently good approximation to the fluxes in the carbon cycle model investigated later. Eq. (25) can therefore be written as
To derive an equation for the response of reservoir i to an emissions pulse at a particular time, eq. (26) is first converted to discrete form:

\[
\sum_{j \neq i} \sum_{t'} \frac{d}{dt} I_{i,a}(t') H_{i,e}(t - t', t') \Delta t' = \\
\left[ k_{ji}(t) \sum_{t'=0}^{t} I_{i,a}(t') H_{j,c}(t - t', t') \Delta t' - \left( k_{ji,eq} - k_{ji}(t) \right) \frac{\sum_{t'=0}^{t} I_{i,a}(t') H_{j,c}(t - t', t') \Delta t'}{\Delta M_j(t)} \right] \\
- k_{ij}(t) \sum_{t'=0}^{t} I_{i,a}(t') H_{i,e}(t - t', t') \Delta t' \\
+ \left( k_{ij,eq} - k_{ij}(t) \right) \frac{\sum_{t'=0}^{t} I_{i,a}(t') H_{i,e}(t - t', t') \Delta t'}{\Delta M_j(t)}
\]

An equation for a particular response function can now be written by letting \( t' = t_0 \) and using \( \tau = t - t_0 \), \( d\tau = dt \):

\[
\frac{d}{d\tau} H_{i,e}(\tau, t_0) = \\
\sum_{j \neq i} \left[ k_{ji}(t_0 + \tau) - \left( k_{ji,eq} - k_{ji}(t_0 + \tau) \right) \frac{M_{j,eq}}{\Delta M_j(t_0 + \tau)} \right] H_{j,c}(\tau, t_0) \\
- \left( k_{ij}(t_0 + \tau) - \left( k_{ij,eq} - k_{ij}(t_0 + \tau) \right) \frac{M_{i,eq}}{\Delta M_i(t_0 + \tau)} \right) H_{i,e}(\tau, t_0)
\]
Eq. (28) is a general differential equation for the response function \( H_{i,c}(\tau,t) \). Note that it is analogous to eq. (19), the result obtained for a single reservoir, except that it includes a return flux as well as a removal flux, and the terms are summed over all the reservoirs to which reservoir \( i \) is connected. The solution requires solving a set of simultaneous equations for all the convolution response functions \( H_{j,c} \) (each of which has a corresponding equation of the same form as eq. (28)) using the initial conditions \( H_{j,c}(0,t) = 0 \) except when \( j = i \), in which case \( H_{i,c}(0,t) = 1 \). The method is therefore analogous to solving for the spread of a tracer through the system, except that the exchange fluxes described by eq. (28) do not correspond exactly to those that would be used for an ideal tracer.

Eq. (28) can now be used to solve for the convolution response to an emission into a multi-box model. As an example, Fig. 3 shows the results of a nonlinear two-box model forced with anthropogenic emissions. Response functions determined using eq. (28), when convolved with emissions, accurately reproduce the mass in both reservoirs. Response functions determined by suppressing each emission into reservoir 1 in turn, when convolved with emissions, significantly overestimate reservoir mass.

**Application to the carbon cycle**

A globally aggregated carbon cycle model (fully documented in Jain et al. (1995) and Kheshgi et al. (1994)) incorporating nonlinearities in ocean uptake (through the oceanic buffer factor) and biospheric uptake (through CO2 fertilization) was constructed and tuned to match historical atmospheric CO2 data by adjusting the fertilization factor such that net land use emissions totaled 16 GtC over the decade of the 1980s. Possible temperature feedbacks in biospheric fluxes were ignored.

As previously discussed, convolution response functions are calculated in the model assuming that transfer coefficients are linear functions of reservoir size. All model fluxes are in fact linear except fluxes from the atmosphere into the photosynthetic reservoirs of the terrestrial biosphere and the flux from the ocean mixed layer into the atmosphere. Photosynthetic fluxes are of the form

\[
F_{ap}(t) = \nu(M_a(t))M_p(t) + \rho(M_a(t))M_p^2(t)
\]

where \( F_{ap} \) is the flux from the atmosphere to the photosynthetic reservoir, \( M_a \) and \( M_p \) are the carbon masses of the atmosphere and photosynthetic reservoir, respectively, and \( \nu \) and \( \rho \) are factors which account for CO2 fertilization. Thus a photosynthetic flux depends not only on the donor reservoir (\( M_a \)), but also on the receptor reservoir (\( M_p \)). The fraction of this flux which is assigned to each convolution response function (see eq. (26)) should therefore be determined by the fraction of the excess mass in the photosynthetic reservoir represented by the partial mass due to a particular emission as well as the fraction of the excess in the atmosphere represented by the corresponding partial mass in that reservoir. To first approximation, however, these two fractions are taken to be roughly equal. That is, if a particular emission is responsible for, say, 2% of the atmospheric excess at some time \( t \), it is assumed that it is also responsible for about 2% of the excess in the photosynthetic reservoirs at time \( t \). This approximation is
assumed to be reasonably good since photosynthetic reservoirs have short turnover times (a few years) and are therefore closely coupled to the atmosphere.

When solving for the convolution response functions, eq. (30) is therefore rewritten as

$$F_{ap}(t) = k_{ap}(t)M_a(t)$$

Fig. 4A shows that the linear assumption for $k_{ap}(t)$ for fluxes to both photosynthetic reservoirs provides a rough first-order approximation to the actual functional dependence resulting from emissions scenarios used in this study. The approximation is quite good for low emissions scenarios and less so for higher emissions scenarios.

Likewise, Fig. 4B shows that the flux from the mixed layer into the atmosphere, which is controlled by nonlinear ocean chemistry, can be converted into a similar form in which the transfer coefficient is roughly linear in the mass of carbon in the mixed layer. Again the assumption of linearity is an excellent approximation for low emissions scenarios and becomes less good for higher emissions. As noted previously, even if the approximation is not exact it will not lead to the kind of double counting errors characteristic of impulse response methods; rather, some response functions will be more heavily weighted relative to others than they would if a better approximation were used.

The model was solved by calculating all fluxes in the usual manner, and then converting them to an equivalent form consisting of a transfer coefficient $k_{ij}(t)$ multiplied by the donor reservoir content $M_i(t)$, as outlined in the previous two sections. Convolution response functions for anthropogenic emissions over the period 1765 - 1990 were calculated using eq. (29). When convolved with emissions, these response functions reproduced the observed historical CO2 levels to which the model was tuned (see Fig. 1) to within the precision of the model calculations, providing a check that response functions were being correctly calculated.

The model was then used to calculate both impulse response functions and convolution response functions in 1990 for two different future emissions scenarios: the IS92a and IS92c business as usual scenarios describing high and low potential emissions paths over the next century. Both scenarios were extended for several hundred years into the future as shown in Fig. 5A (and as described in Kheshgi et al. (1994)). Fig. 5B shows that scenario IS92c results in an atmospheric concentration that is at all times less than twice the pre-industrial concentration, while scenario IS92a produces a peak concentration of more than five times the preindustrial level.

Response function results are shown in Fig. 6. Short-term response (<50 years) is remarkably similar for both scenarios and both types of response functions. In all cases, at least 50% of the effect of an emission is removed within 50 years. Long-term responses, however, diverge significantly. The impulse response functions are sensitive to the emissions scenario, with the response to IS92a implying that over half the initial effect of a pulse emission remains even after 500 years. Counter-intuitively, this function becomes convex after about 100 years (as noted by Caldeira and Kasting (1993)) as a result of an increasingly strong buffer factor under conditions of high emissions (see Fig. 4B). The convolution response functions, on the other hand, show much less sensitivity to the emissions scenario and significantly reduced asymptotic airborne fractions. The convolution response to the IS92a scenario indicates that just over 25% of the effect of a
1990 emission remains 500 years in the future, about half as much as implied by the impulse response function. The difference is due to the double counting inherent to the impulse response method. Especially under conditions of high future emissions, much of the effect assigned to an incremental pulse by the impulse response method is actually the responsibility of the much higher future emissions. Since the convolution response proportions this responsibility accurately, it shows that a much lower fraction is due to the marginal emission itself.

However, Fig. 7 shows that when the response functions in Fig. 6 are converted to their equivalent marginal radiative forcing effect, differences are significantly damped. The convolution response functions produce systematically less forcing, but absolute differences from impulse response functions are not large. Fig. 8 shows the integrated forcing over time for both response functions and both emissions scenarios. Integrated forcing is the quantity used in current AGWP formulations (see eq. (4)), commonly measured over 20, 100, and 500 year time horizons. Fig. 8 shows that integrated forcing over the shorter time horizons differs very little between the two types of response functions; over 500 years, convolution responses yield a 20 - 30% reduction below impulse response based methods. This adjustment would lead to correspondingly higher 500-year GWP's for other greenhouse gases.

**Marginal damages**

Several different functions have been used to estimate the economic value of damages due to climate change. Here, the formulation of Fankhauser (1994) is used to estimate marginal damages associated with the impulse response and convolution response functions just calculated. The function is of the form

\[ D(t) = k(t) \left( \frac{\Delta T_s(t)}{\Delta T_{2x}} \right)^\gamma (1 + \phi)^{(t' - t)} \]  

(32)

A complete description of this damage function can be found in Fankhauser(1994), but in brief it consists of the following factors. The fundamental number is represented by \( k(t) \), which is the damage assumed to be associated with doubled CO2 conditions. It is set here to a mid-range value of 1% of gross world product, based on a number of damage surveys. \( \Delta T_{2x} \) represents the temperature change relative to equilibrium that is assumed in the doubled CO2 damage estimates, and is set to 2.5 °C. The parameter \( t^* \) represents the time at which doubled CO2 damages are assumed to occur in the damage estimates, here set to 2050. \( \Delta T_s(t) \) represents the change in surface temperature resulting from increases in CO2 concentration through time and is calculated from a simplified two-reservoir climate model (Nordhaus, 1992; Schneider and Thompson, 1981). Note that if \( t = t^* \) and \( \Delta T_s = \Delta T_{2x} \), \( D(t) = k(t) \).

The exponent \( \gamma \) defines the steepness of the damage function, or the temperature elasticity of damage; that is, if temperature rises 1%, damage rises \( \gamma \% \). It is assigned a value of 1.3, although higher and lower values have been used. The parameter \( \phi \) defines the sensitivity of damage to the rate of climate change. If \( \Delta T_s \) reaches \( \Delta T_{2x} \) sooner than
2050, damages are increased by a factor set by $\phi$, which is assigned a value of 0.006, derived from a poll of experts by Nordhaus (1994).

The factor $k(t)$ is assumed to grow in step with population and per-capita GNP growth rates, and consists of two components: market and non-market related damages. Approximately 62% of total damages are assumed to be non-market related. Market related damages are divided into consumption-based (80%) and investment-based (20%) damages; investment-based damages are converted into consumption units using the shadow value of capital so that all damages can be discounted using the social rate of time preference.

The discount rate (see eq. (1)), or social rate of time preference, is calculated as $\delta(t) = \rho + \omega y(t)$, where $y(t)$ is the per capita GNP growth rate, $\omega$ is the rate of risk aversion, and $\rho$ is the pure rate of time preference. The discount rate is therefore a function of time. Here $\omega$ is set to 1.0. The pure rate of time preference is more controversial; Cline (1992) has argued that it should be set to zero, while others commonly use a rate of 3%. Fankhauser sets the best guess value to 0.5%. All three values will be used here to investigate sensitivity to this parameter.

Marginal damages for 1990 emissions in scenarios IS92a and IS92c were calculated by first calculating total annual damages over a 300-year period resulting from the base scenario in each case. Growth rates of population and per capita gross world product for the two scenarios were taken from IPCC background documentation (Pepper et al., 1992). Damages were then calculated for scenarios identical except for the addition of an extra ton of CO$_2$ to the atmosphere in 1990. The incremental emission was assumed to add to atmospheric concentrations in proportion to the response functions calculated in the previous section. Damages were also estimated using an ocean-only response function (Maier-Reimer and Hasselmann, 1987) commonly employed in economic studies.

Results are shown in Table 1 for three different discount rates. In general, replacing ocean-only response functions with convolution response functions reduces marginal damages by 10 - 15%. Results based on impulse response functions from a balanced carbon cycle model are generally intermediate between the two. When the pure rate of time preference is high, damages per ton of carbon are significantly reduced and are insensitive to the response function used. At lower discount rates, marginal damages rise and sensitivity increases slightly.

The insensitivity of marginal damages to the response function results from several factors. First, the decreasing radiative forcing per unit of CO$_2$ at higher CO$_2$ concentrations dampens differences in concentration response. In addition, thermal lags in the climate system delay the manifestation of any difference in radiative forcing as a temperature difference. Because of discounting, any delay in temperature change reduces its impact on the present value of resulting economic damages. And last, discounting itself dampens any remaining differences in temperature response, especially in the long-term (recall that even if $\rho = 0\%$, the social rate of time preference is still positive).

Under these circumstances, nearly any response function will yield damages of the correct order of magnitude. As an experiment, marginal damages were calculated for both emissions scenarios with $\rho = 0.5\%$ assuming a response function which decreased linearly from a value of 1.0 in 1990 to zero 500 years later - perhaps the simplest imaginable function for removing the effect of a CO$_2$ emission. Marginal damages were
$52 and $43 per ton for the IS92a and IS92c scenarios, respectively, or twice the damages based on the convolution response functions. Thus even a marginal response function derived without any carbon cycle model at all would come within a factor of two of the correct marginal damage estimate.

An additional set of response functions was calculated to investigate sensitivity to the year in which the marginal effect of an emission is measured. Economic studies commonly track marginal damages of emissions over several decades; in principle these estimates would be affected by changes in the response of the carbon cycle to emissions over time. Table 2 shows the results of marginal damage calculations for the years 1990, 2020, and 2050 according to three different types of response functions for both the IS92a and IS92c emissions scenarios. It shows that the convolution response function produces up to a 15% reduction in implied damages relative to impulse-response based estimates, but only under the IS92a emissions scenario; otherwise the difference is small. The ocean-only response function produces damage estimates that are nearly identical to the convolution response based figures. Response function sensitivity to the time of emission does not therefore significantly affect marginal damage calculations.

These results do not, however, diminish the importance of carbon cycle research and modeling to economic questions. Total damages due to a particular emissions path still depend importantly on predicting the resulting total atmospheric CO2 concentration and radiative forcing. However, marginal damages estimated from a given base scenario do not appear to be sensitive to the details of carbon cycle response.

**Tracking historical emissions**

Because convolution response functions accurately measure the contribution each emissions pulse makes to excess atmospheric concentration through time, they can be used to track the fate of historical emissions originating from various sources. One useful application of this property is in proportioning responsibility for the present excess CO2 concentration among emissions from various geographical regions in the past. It has been argued that those regions that have been the largest emitters of CO2 should bear most of the responsibility for initial efforts at emissions reductions (Parikh, 1992; Smith, 1991). This argument is based on the assumption that a region's share of global emissions would indicate its share of responsibility for excess concentrations, although the time period over which regional emissions should be summed for this relation to hold has been unclear. If, however, the effect of emissions on concentrations can be accurately tracked, the question of responsibility can be answered directly.

To this end, the world was divided into nine regions and the contribution of fossil fuel emissions from each region was tracked from 1950 to 1990, a period for which relatively accurate emissions data is available. Emissions from land use change (which were determined by an inverse model run) were also tracked separately. Contributions from each of these ten sources to atmospheric concentrations through time are shown in Fig. 9A. Fig. 9B shows a breakdown for the atmosphere in 1990. Nearly three-fourths of the excess concentration is accounted for by emissions since 1950. Forty-four percent of the excess is due to post-1950 fossil fuel emissions from the more developed countries. Only 11% is due to fossil fuel emissions from less developed countries over the same period. However, emissions from land use change, which since World War II are
estimated to have come largely from the developing countries, contribute an additional 14%, bringing the developing world's total contribution to about 25%. On the other hand, since both fossil fuel and land use change emissions from before World War II were largely from the developing countries, most of the unaccounted for 28% of the current excess is likely the responsibility of the developing world. Thus the developing world is responsible for about 75% of the current excess.

Summary and Conclusions

Convolution response functions improve the measurement of the marginal response of the atmosphere to changes in emissions of greenhouse gases. Application to a carbon cycle model shows that they imply a systematic reduction in the effect of an emissions pulse on atmospheric concentrations, independent of the assumed emissions scenario. Although this reduction is in some cases significant in the long term, competing nonlinearities in radiative forcing due to increased CO$_2$ concentrations dampen the difference when applied to the calculation of Global Warming Potentials. Differences are further reduced in marginal damage estimates by lags in temperature response to radiative forcing and by discounting future damages. Quantitative results show that the use of convolution response functions would reduce 500-year GWPs by 20-30% and marginal damage estimates by 10-15%. Marginal damage estimates are in general insensitive to the marginal response function used; continued use of functions derived from ocean-only models does not therefore represent a significant source of error, and provides an upper bound to damage estimates with respect to the carbon cycle.

Convolution response functions also allow responsibility for excess concentrations to be proportioned among emissions from various world regions. Three quarters of the current excess is shown to be due to emissions from the developed world. However, emissions from the developing world are expected to grow over the next century. Convolution response functions could be used to project the changing proportion of responsibility for future excess concentrations according to any particular emissions scenario.
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**Fig. 1:** Insufficiency of impulse response functions as measures of the marginal effect of CO₂ emissions. The dashed line represents a reconstruction of historical atmospheric CO₂ calculated by convolving historical fossil fuel and land use emissions with response functions determined by suppressing emissions in each time step in turn. Overshoot of actual atmospheric CO₂ content (solid line) is due to double counting of the effect of emissions on concentrations implicit in the impulse response method of determining marginal response functions.
Fig. 2: Application of convolution response functions to a single reservoir model. Total mass is in generic mass units through time (in generic time units) in a system consisting of a single well-mixed reservoir with natural influx 1 m.u./t.u., constant anthropogenic forcing $I_a(t) = 5$ m.u./t.u., and a removal flux of the form $k(M)M$ where $k(M) = 0.1 - 0.0005M$. The full model solution is represented by the filled circles. The solid line is the solution determined by convolving anthropogenic emissions with convolution response functions as defined in the text. The dashed line is the solution determined by convolving anthropogenic emissions with response functions determined by suppressing emissions over each time step in turn.
Fig. 3: Application of convolution response functions to a multiple reservoir model. Total mass is in generic mass units through time (in generic time units) in a system consisting of two interconnected well-mixed reservoirs with a total mass at equilibrium of 100 m.u. The transfer coefficients governing exchange between reservoirs are of the form $k_{12}(M_1) = 0.1 - 0.0009M_1$ and $k_{21}(M_2) = 0.1 - 0.0009M_2$. Anthropogenic forcing is constant at 1 m.u./t.u. The filled circles represent the full model solution for reservoirs 1 and 2. The solid lines are the solutions determined by convolving emissions with convolution response functions. The dashed line is the solution for reservoir 1 determined by convolving emissions with response functions determined by suppressing emissions over each time step in turn.
Fig. 4A: Transfer coefficient as a function of donor reservoir size for photosynthetic reservoirs for two emissions scenarios. The parameter $k$ represents the fraction of atmospheric carbon content transferred to either photosynthetic reservoir per unit time. Convolution response functions are calculated assuming $k$ is a linear function of atmospheric carbon; the figure shows this is approximately true, especially for low atmospheric CO$_2$ concentrations.
**Fig. 4B:** Transfer coefficient as a function of donor reservoir size for the oceanic mixed layer for two emissions scenarios. The parameter $k$ represents the fraction of mixed layer carbon content transferred to the atmosphere per unit time. Convolution response functions are calculated assuming $k$ is a linear function of mixed layer carbon; the figure shows this is approximately true, especially for low carbon contents.
Fig. 5: (A) Fossil fuel emissions scenarios based on IS92a and IS92c scenarios and extended beyond 2100. (B) Atmospheric concentrations resulting from IS92a and IS92c scenarios.
Fig. 6: Convolution and impulse response functions for emissions in 1990 according to the IS92a and IS92c scenarios.
Fig. 7: Convolution and impulse response functions converted to impact on radiative forcing for emissions in 1990 according to the IS92a and IS92c scenarios. Forcing is measured relative to the initial change in radiative forcing in 1990.
Fig. 8: Integrated radiative forcing due to emission of an extra ton of CO₂ in 1990 calculated for two emissions scenarios using both convolution and impulse response functions. After 500 years, convolution response functions indicate 20-30% less forcing than impulse response functions.
Fig. 9A: Portion of excess atmospheric CO$_2$ due to post-1950 emissions from several world regions through time.
Fig. 9B: Percentage of excess atmospheric CO₂ in 1990 due to post-1950 fossil fuel emissions from nine world regions. Also included is the percentage due to post-1950 emissions from land use change, which have come largely from developing countries.
Table 1: Marginal damage estimates in S/tC for three different response functions applied to emission in 1990.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Impulse Response, ocean-only model</th>
<th>Impulse Response, balanced model</th>
<th>Convolution Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho = 0.0%$</td>
<td>IS92a $43</td>
<td>$48$</td>
<td>$39$</td>
</tr>
<tr>
<td></td>
<td>IS92c $36$</td>
<td>$34$</td>
<td>$31$</td>
</tr>
<tr>
<td>$\rho = 0.5%$</td>
<td>IS92a $30$</td>
<td>$30$</td>
<td>$26$</td>
</tr>
<tr>
<td></td>
<td>IS92c $25$</td>
<td>$23$</td>
<td>$21$</td>
</tr>
<tr>
<td>$\rho = 3.0%$</td>
<td>IS92a $10$</td>
<td>$9$</td>
<td>$9$</td>
</tr>
<tr>
<td></td>
<td>IS92c $9$</td>
<td>$8$</td>
<td>$8$</td>
</tr>
</tbody>
</table>
Table 2: Marginal damages in $/tC for three different response functions applied to emissions at three different times.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Impulse Response, ocean-only model</th>
<th>Impulse Response, balanced model</th>
<th>Convolution Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>IS92a</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1990</td>
<td>$30</td>
<td>$30</td>
<td>$26</td>
</tr>
<tr>
<td>2020</td>
<td>$43</td>
<td>$46</td>
<td>$41</td>
</tr>
<tr>
<td>2050</td>
<td>$53</td>
<td>$62</td>
<td>$53</td>
</tr>
<tr>
<td>IS92c</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1990</td>
<td>$25</td>
<td>$23</td>
<td>$21</td>
</tr>
<tr>
<td>2020</td>
<td>$27</td>
<td>$26</td>
<td>$24</td>
</tr>
<tr>
<td>2050</td>
<td>$27</td>
<td>$27</td>
<td>$25</td>
</tr>
</tbody>
</table>